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ABSTRACT

We consider the problem dfanslingual information retrieval,
where monolingual searchers issue queries in ardift language
than the document language(s) and the results leusgturned in
the language they know, the query language. Weeptea

framework for translingual IR that integrates doemttranslation
and query translation into the retrieval model. Tdwpus is

represented as an aligned, jointly indexed “psepaiadlel”

corpus, where each document contains the texteofdttument
along with its translation into the query langua@iee queries are
formulated as multilingual structured queries, veheach query
term and its translations into the document lang(ggare treated
as synonym sets. This model leverages simultanseasch in

multiple languages against jointly indexed docursg¢atimprove

the accuracy of results over search using docutnanslation or
query translation alone. For query translation, ceenpared a
statistical machine translation (SMT) approach tdigionary-

based approach. We found that using a Wikipediareidr
dictionary for named entities combined with an ShH&sed

dictionary worked better than SMT alone. Simultareo
multilingual search also has other important fesgusuited to
translingual search, since it can provide an irtdicaof poor

document translation when a match with the soudmmichent is
found. We show how close integration of CLIR andTSMlows

us to improve result translation in addition tord#ults.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval: Retrieval models,
Search Process.

General Terms
Design, Experimentation.
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Cross-lingual IR, query translation, document tlatitsn.
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1. INTRODUCTION

Cross-Lingual Information Retrieval (CLIR) typicalfocuses on
the task of retrieving documents in langudgéor a set of M
languaged-) that are relevant to a query in languagélowever,
in many real-life scenarios, such as intelligenceorky
international business, or tourism, users may motlie to read
languagef and therefore need results in the query langueage,
This requires searching documents in another laggyudut
returning results in the query language; we calls thask
translingual information retrievalln CLIR, result translation has
usually been considered a separate, post-processen that
should be evaluated separately. In contrast, wevsthat by
viewing CLIR and result translation as parts of theme
translingual IR task, we can leverage an integraedultaneous
search over source and translation to improve twracy of
search results, and, at the same time, use sezsglisrto improve
document translations.

Many CLIR systems have used a query translatiomcagh, in
which the documents are indexed in their sourcguage(s), the
query is translated into each of thelocument languages, and the
retrieval is done completely in languadgesAnother approach to
CLIR is to do retrieval in the query languagdy indexing the
document translations in languageand searching using the
original query. Both query translation (QT) and dment
translation (DT) attempt to map the query and theudhents into
a common language, but they use different tramsiagirategies.
In DT, each document is a large, coherent conteixth Yull,
grammatical sentences, whereas a query may be ahdrhon-
grammatical, with little or no context. On the attand, once a
document is translated, any mistakes or deletioitisé translation
cannot be remedied, whereas translating a queswslfor more
flexibility in incorporating multiple possible traftations using
synonyms and related terms.

In this paper, we present a framework for translaiglR that
integrates document translation and query trawmslati a novel
way that is particularly suited for translingualpéipations. Our
approach uses representations in the query langaadethe
document languages simultaneously. We take adveutigaving
a corpus that has been automatically translatedieieelop a
hybrid model that integrates QT and DT into theeixidg and
searching, rather than as a post-processing step.d#fine a
pseudo-parallel document as a single document icémgaboth
the source (inf O F) and machine translation (ig) of the



document. The query is translated into e&dh F, and then a
multilingual structured query is created, which rements the
original query terms as well as their translatioimso all

languages. Finally, the multilingual structured yuis run over
the pseudo-parallel indexed corpus to retrieverdiselts. In this
Simultaneous Multilingual IR (SMLIR) model, we sittaneously
search each document in both the document langfiag€, and

language does not exist, they compute the synsmtsthat
language automatically from the Giza++ word alignise This
approach thus attempts to capture matches betweaety terms
and document terms based on meaning. They expdriwvitdna
number of different methods for matching query-lzage synsets
against document-language synsets. While closdreavork we
report here, our use of full document translatiather than term

the query language thus allowing the relative advantages of the translation alone allows us to carry out simultareegearch in

QT and DT approaches to complement each other.

comparison of SMLIR against another state-of-thetaybrid

approach using both query and document translatimws that
this advantage yields better performance for SMLIR.

We use the SMILR framework to experiment with diffiet
knowledge sources for query translation. We presentovel
approach using Wikipedia to obtain both name tetimis and
name variants, including both spelling variationd alang. Given
the large difference between the English, Arabid &hinese
languages, differences in name spellings pose fiignt
problems that variants help to address. Our exmerisn
demonstrate that using Wikipedia for query transtatyields
better results than using statistical machine tatiosn (SMT)
alone for query term translation.

The SMLIR approach has additional benefits in andliagual

setting. When returning documents in translationrebevant

document that is unreadable to the user is jusisetess as an
irrelevant document. As part of our system, we show to use
SMLIR to detect translation errors in the documexttquery time
and subsequently correct them. This approach tonaatic post-

editing allows us to use query-time informationitiaprove the

translated responses, and therefore present thewitbea more

readable document. Both approaches seek to impranslingual

IR: SMLIR improves result relevance, and througlstpediting

improves the translation quality of returned result

2. PREVIOUS WORK

Many CLIR systems use some form of QT to searchushents in
languages other than the query language. Sincaraftequently
has more than one translation in the target langupgevious
research has focused on methods for dealing with kimd of
ambiguity. Pirkola’s [98] approach features “stured queries”
which use the term frequencies of all possible di@ions of a
query term; document frequencies are computed basedll
documents which contain any of the possible traisia. This
method has been extended in various ways,
computational issues in computing frequencies ,(¢kgvok 00;
Oard and Ertrunc 02]) and augmenting the querystagion with
translation probabilities that are used as weigfis each
translated term [Darwish and Oard 03]. Language efiog has
also been used as a basis for weighting term uthosb
appropriately (e.g., [Xu and Weischedel 00; Laviee@kd Croft
01; Kraaij 04]. Our research critically differs foall of these
approaches in our joint use of query and documanstation.

Recent research examines the joint use of querydacdment
term translation [Wang and Oard 06]. Wang and Oase
bidirectional term alignments derived using Gizd®th and Ney
00] to translate both query terms and document gern key
characteristic of their work is the mapping of stated terms to
language specific synsets from WordNet [Miller ét 0] for
English and other languages. When a WordNet fopecific

addgessin

Ourdocument and query languages. We also demonstiti¢eedt

ways of doing the query translation using a comntinma of
statistical phrase tables and Wikipedia.

Early work by Oard [98] compares CLIR search uspgigand DT

separately against more standard approaches abrdicy based
look-up for query term translation, and finds thseuof DT

promising. The approaches of McCarley [99] andrChaed Gey
[04] for the joint use of QT and DT are perhaps hwsilar to

our own. Chen and Gey do an “approximate” fast duent

translation by replacing each word in a documerti wie single
most likely translation and subsequently build @rguanguage
index. McCarley uses a full machine translation teys to

translate his corpus, as we do in our system. T@aen and Gey
as well as McCarley translate the query using eitnel-best
machine translation or the 1-best translation franstatistical
translation lexicon, and then do pseudo-relevamegllfack for
query expansion. In both systems, a document-lajegsaarch is
done with the query translation over the indexedirc®
documents (QT), and then a second query-languagehsis done
with the original query over the separately indetexhslations
(DT). Finally, the scores from the QT and DT runs merged to
get a score for the hybrid system, and the resaduhents are
reranked. McCarley merges results using arithmagan; Chen
and Gey sum the scores, which is rank equivalemigan. Both
find that their hybrid systems outperform the QT &1 systems;
McCarley’'s hybrid system even outperforms his mormlal

system, where human translations are used to sélaechource
documents.

Rather than build two indexes and run two sepaseteches, we
build a single index where each document is indebiidgually,
as both the original document and its translatitto ithe query
language. Then we create a single multilingual yuehich
combines the original query with the query transtgs) into the
document language(s). Since we are not mergingubutom
different systems, no parameter tuning is requiedietermine
whether to weight QT or DT higher or how to merigerh. This
approach is similar to the approach taken by [ie din 03] for
multilingual information retrieval, where documerits multiple
languages were combined in a multilingual index ttauld be
searched with a single multilingual query which veasstructed
via query translation. In their system, the muitilual approach
outperformed the “separate indexing then mergingpraach.
However, their goal was different than ours, sittee documents
were already multilingual and the purpose was tarrerelevant
documents in multiple languages.

We also explore various improvements to query tedios,
beyond the single-best machine translation use{MnCarley]
and [Chen and Gey]. We derive synonym and trawosiati
dictionaries from Wikipedia. Since Wikipedia is ated and
edited by humans, we hypothesize that it will betdreat
translating than machine translation. In particulgikipedia
contains the translations of many named entitidsclwmay be
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He SwArznjr by these pointed out here today in a dinner
banquet held by the network of California American.

Actual translation: “Schwarzenegger made this statement here
today, Tuesday. at a dinner held by the Chinese-American
business association of California.”

Figure 1. A pseudo-parallel document, with Arabic eurce
and English machine translation. A reference trangtion is
shown below. Note that the word “Chinese” is deletkin
the machine translation, and “Schwarzenegger” is
mistranslated.

mistranslated by statistical machine translatidterfandez et al.
07] demonstrate that Wikipedia is an excellent sewf named
entity translations for cross-lingual question aesig. For their
Spanish-English cross-lingual question-answeringlieation, a
full 59% of the named entities should not be tratesl. Wikipedia
helps them detect which ones to translate, as aglbroviding
translations for many of the named entities. Int@st, in our
case, we are dealing with languages that use nerapping
alphabets (English to Chinese and Arabic) and @usames
must be translated. Furthermore, given the difieeenname mis-
spellings abound. Our use of re-directs to buildea of name
variants addresses this problem.

3. SIMULTANEOUS MULTILINGUAL IR

The problem we seek to address is the following.aMegiven a
corpus with documents in language where all the documents
have been translated into a common lang@ag&ven a query in
languagee, what is the best way to retrieve relevant docusen
from this corpus and return the documents in laggea

3.1 Approach

Our solution is to index the translation togethéthwhe source
document, and then to search them both simultaheasing
multilingual structured queries. Figure 1 showssayuo-parallel
document, that is, a document aligned with its rirech
translation. The actual translation of the exaniplalso shown in
the figure. This translation exhibits problems tgito statistical
machine translation (SMT): Schwarzenegger’s nam#dcoot be
translated correctly, the sentence is ungrammatieald an
important word, “Chinese,” has been deleted. Teimanstrates a
problem with a pure document translation (DT) applo to
CLIR: although many queries contain named entitiesnes are
especially difficult for MT to handle. We expectathMT will
improve in the future, but it will never be perfe€boreign and
rare names will always be problematic, especiatigesthere are
often several acceptable spellings of these names ¢orpus
contains at least three versions of Arnold Schwegger's name
in Arabic). Searching in less formal genres alspies handling
name variations, nicknames and misspellings: vari&mglish
documents in our corpus refer to Schwarzenegger as
Schwartzenegger, Arnold, and the Governator. Uniesshave
perfect name translation, and uniform spelling afne variations,
we will always miss some documents by doing documen
translation only. Document translation using SM¥oakuffers
from deleted tokens and so-called “hallucinatedemions, both
of which can hurt retrieval accuracy.

On the other hand, a pure query translation (QPr@gch faces
different challenges. The best approach would combiT,
manual dictionaries, and language-pair-specifimdiiteration
strategies. Even then, many query terms are litelpe out-of-
vocabulary or translated incorrectly. In additiguery terms that
are unambiguous in languagenay be translated to ambiguous or
polysemous terms in languageésFor example, the Arabic words
for “Brad Pitt" mean refrigerator or teapot, and ube,
respectively; the Arabic word for Dean (as in Hodv@rean) is a
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The arrival of UN
Secretary Gener#lofi

Annan to Irag... to China...

...such a visit_would_ be
the seventh by Kofi Anaj

The failure of all
proposals made by
Schwarzeneqgein a
referendun

a) b)
Query 1: Kofi Annan

Query translationsyll S, glie 85, Ul A S

c)
Query 2: Schwarzenegger

Query translationyasi ) s

Figure 2. Examples of indexed “pseudo-parallel” dagments and multilingual queries. Each indexed docuent contains
the Arabic source and the English machine translatin. The query is made up of the original query tens combined with
query translations. In document a) both the query tanslation and document translation match. In docurent b) only the
query translation matches, because the name is miahslated in the document. In document c) only thedocument
translation matches because our query translationid not come up with this spelling variation, althogh the document

translation system was able to translate it.



very common noun that can mean religion, loan, @ebutness,
among other things. While relevance feedback amdctsired
queries can alleviate these problems to an exthete is still
room for improvement with a QT approach.

We attempt to mitigate the problems of DT and QTd aenefit
from the advantages of each, by using both appesach
simultaneously. Consider the pseudo-parallel docisneand
queries in Figure 2. For document a, the docunmranstation and
query translation succeed, and query 1 matchesdtivement
twice, once in the query language and once in theumhent
language. However, document b is translated wrsaghe match
is only on the document-language side. A systenmguginly
document translation would not return this matadr. Focument ¢
and query 2, we see the opposite result. Our gtranslation
system did not return this Arabic spelling of Screemegger, but
the MT system was still able to translate it cafggecso the
SMLIR system matches on the query-language sidg. @uiery
translation alone would not return this match. Bybining both
methods, we are able to retrieve all three matched,weight the
first one higher. For translingual applicationsturaing a bad
translation can make a relevant document look ewvaatt. It is
desirable to be able to detect translations wesbelto be correct,
and rank them higher in the results.

A crucial feature of our hybrid system is that QidaDT are
integrated into the retrieval model, rather thanrged via
parameter tuning. To see how this is done, consiN&RI's
approach to retrieval which is done using a quékglihood
model; Indri estimates log P(Q|D) for each docuream ranks
the documents according to the log probability. e Timodel
assumes term independence so that log P(Q|D),Fq log
P(q|D). Individual term probabilities are estinthteising a
maximum likelihood estimate, so P(q|D) = tf(q,D)|D|, the
proportion of terms in D that are q. (To compeadat varying
document length and to avoid the zero-probabilitybfem, that
estimate is adjusted with Dirichlet smoothing frtme full corpus'
statistics.)

For cross-lingual approaches, lethi2 the original document and
D, be its translation (similarly for Qand Q). For QT, q is
replaced by its (weighted) set of possible traimiat meaning
that the P(4|D) 3 qwrtrans@ptf(w,Dy) / |D|. For DT, the estimate is
done in the translation of the document: P(q|DYc;De)/|Del-

For SMILR, however, band 0 are blended into a single
representation pand counts are estimated there, so

tf w,D,,) _tf(q,D,)
P(qID)= D lf "D lf
wiltrans(q) fe fe

Hybrid models used in earlier work (e.g., [McCar8]) average
the QT and DT values. Ignoring the Dirichlet sniog
parameter, the merged approach is equivalent to

_ tf(w,D,;)  tf(q,D,)
P(@|D)= ). D, | + D, |
wltrans(q) f e

Note that if | D.| = || (or they differ only by a constant) and if
no words in e occur in £and no words in f occur inDthen the
two estimates differ only by a constant (sincg| |B 2|Q/). That
is, ignoring smoothing, the main theoretical diffiece between

the two models arises when the source or translatmcument
contains terms in the other language.

The ability to handle mixed-language text may befuls We
noticed that Chinese news articles tended to coritanslations
for Western names in parentheses after the firsttiore Also, in
our corpus, many blogs quoted English sources tiemhdut
contained comments and discussion in Chinese driéra pure
query translation approach would miss these matdiese the
query would not contain the original query terms.

In addition, translating from languageto languagef may be
easier than translating in the reverse directionher&fore, one
approach may perform better for a given query thaother.
Using the SMLIR model described above, the relativeortance
of QT and DT changes per query, depending on thegive
quality of the query and document translations.

3.2 Practical Considerations

Although combining query translation with documénginslation
has been shown to improve relevance [McCarley @]IR
systems typically do not use document translatioges corpus
translation is very resource-intensive. Alterndiiysome systems
use fast “approximate” document translation [Chén®ard 00],
where the result may be unreadable to humans lefiiluer IR.
For the CLIR task, where the goal is to return doents in their
source language, full machine translation for guseris a large
cost with low reward. However, for the translinglidl task that
we have defined, where the goal is to return docusnganslated
into the query language, corpus translation prowede very
useful. Since machine translation is typically gse-intensive,
doing result translation at search time resultsaintrade-off
between time and translation quality. Translating documents
ahead of time may allow for better translationgj aiso enables
further offline analysis in the query language @aample, named
entity recognition).

From a practical point of view, joint indexing malgo be simpler
than a separate-indexing-then-merge approach. énntkerged
approach, two indexes are built and each queryltsesu two

separate queries, which then have to be mergedgSMLIR,

only a single index has to be managed, and eacty gesults in
one IR query, whose results can be returned wittfarther

processing. The query time for both methods is cratge.

A further consideration for translingual applicatsois how the
system scales with additional languages. Our moadlesiders the
case where documents may be in multiple langudg@sk, but
there is only a single query/response languag&hen we need
[F| document translation resources frdmto e, and | query
translation resources from to F. We consider the translation
resources an essential part of the translingu &swe have
defined it; without a document translation systam,application
would not be able to return results in the quenglage.

3.3 Implementation

Our research on simultaneous multilingual IR is @l@s part of
the DARPA GALE (Global Autonomous Language Explodia)
program. The end user of the GALE system may agkriaty of
open-ended questions, defined by a set of templatesusers are
English speaking only and need responses in Endtiabh of the
DARPA GALE teams is provided with a multilingual rpais,
including text and speech, consisting of Englishrabdc and
Chinese documents. We handled documents from blogh t



“formal” genre, such as newswire or broadcast neavs] the
“informal” genre, such as blogs, newsgroups andadbcast
conversation. In this context, it is the task of {® find all
documents that are potentially relevant to a gigeary; INDRI
V2.5 [Metzler and Croft 2004] was used for retriev@hese
relevant documents are then passed to responseagggsenhich
filter out irrelevant sentences to produce the Ifiresponse.
Results must be returned to the user in Englisbn éthey come
from Chinese or Arabic sources.

Here we describe the nature of GALE queries, tleeafi$ndri and
our method for query translation using translaticationaries and
synonym dictionaries. Then we describe how to isgrea query
in the SMLIR framework, and the settings we usedxperiment
with query translation.

3.3.1 Queries

GALE queries are significantly different than tyaicTREC,
NTCIR or CLEF-like queries, because they are based7 pre-
defined templates with argument slots — e.g., “Dbscthe
connection between [event/topic X] and [event/topiE (the

recent TREC ciQA task [Lin and Kelly 2006] used piated
queries of the same style). For each GALE templitere is a
specific set of relevance guidelines specifying twhkand of

information is relevant and what is not. For exampémplate 7 is
“Describe involvement of [person/organization/cayht in

[event/topic].” An excerpt of the GALE Relevance i@lines
states:

For a country to be involved in an event/topic,ré¢he
must exist an official state action regarding thenrg.
The involvement of ordinary citizens (of the coyhin
the event does not constitute that country’s ineplent
in the event....Background information about thergv
or the involved people, organizations, and coustrig
irrelevant if it does not connect explicitly witloree
involvement in the event.

Due to the specific nature of the guidelines, afterIR results are
returned, a template-specific response generatas darther
filtering for relevant content.

English English Redirects Cross- Arabic
Query Language Redirects
Links
mahmoud mahmoud abbas SREEPIEN e 2 seae
abbas abu mazen O 5t
mahmud 'abbas
mahmud abbas
abbas, mahmoud
kofi annan annan. kofi BE Y.
kofi
kofi a annan
kofi arman
kofi atta annan
kofi bo bofi
nana maria annan
Figure 3. Deriving translations and synonyms from

Wikipedia. Redirects are used for common misspelligs
as well as name variants. Using the redirects candd
noise, but also increases the likelihood of findinga
translation.

Overall, out of 17 templates, 10 have named est#garguments,
3 have events or topics as arguments, and 4 cobtdin named
entities and non-named entities as arguments. fierents are
typically short and name-centric: in GALE's secowear, the

average argument length was 3.4 words, and less 1886 of

arguments contained no named entities.

The argument length is interesting, because theycarguments
are more similar to short web queries than long CRike query
narration/descriptions. Unlike web queries, GALE equ
arguments are well-formed grammatical units — they always
noun phrases. Given these characteristics, queanglation is in
some ways easier for GALE than for other tasks bszave do
not have to translate long sentences or analyzearg@nroles.
However, the context of a longer narrative is natilable to
guide query translation.

3.3.2 Query Translation

In order to build a high-precision name-focusednstation
dictionary for English to Arabic and English to Mfarin, we
took advantage of the user-created content in Wiig In
Wikipedia, each article may have links to the sgumesimilar)
articles in other languages. We extracted thedes ltn create a
simple translation dictionary. (The links are notways
bidirectional, so we extracted in both directiondsers often add
name translations in the first sentence of an larti@.g.,
“Mahmoud Abbas (Arabicusbe 25ea4)..."), SO We extract those
as well. Since this dictionary is derived from arcylopedia, it
contains many nouns and noun phrases, includingy mamed
entities. The name entries are biased towards farpeaple, and
in particular, people that are somehow notableath languages.
Unlike typical MT dictionaries, these translatioare not exact,
word-for-word translations; for instance, “HillanjRodham
Clinton” is a headword in English, which links thet Arabic
headword for “Hillary Clinton.” As noted in [Ferrdez et al. 07],
Wikipedia is a particularly suitable source for ramnanslation
because new names are constantly being updateseby. u

In addition to translation links, Wikipedia userancalso add
redirect links. These links match a name variatioith the
canonical form of an article title. For examplegrnis an English
link that redirects the common misspelling “schveareger” to
“Arnold Schwarzenegger”, and another for the slategm
“governator”. By aggregating all the redirects ocertain article,
we can create sets of name variations from eachiorerof
Wikipedia; for our purposes, we extracted redirsets from
Arabic, Chinese, and English. It is important tadenthat these
sets are not always synonyms, but may be relatedsyoommon
misspellings, or even intentional spam. Since owrpas
contained blogs and newsgroups, misspellings aadgsivere
useful to us. Relying on user-generated content iwgrtant,
since these variations would not normally be foima standard
dictionary; however, it may add noise to the digtiny.

As of January, 2008, the number of articles fohdaoguage was
[Wikipedia]:

English: 2,153,891
Chinese: 159,392
Arabic: 50,098

To compensate for the small Arabic Wikipedia, wenbined it
with a translation dictionary extracted from othérabic
dictionaries.



Using the extracted translation dictionaries ardireet sets, we
are able to look up a query term and get a seanénts in both
languages. Figure 3 shows the results of lookingwgqueries.
First, each English query is expanded by the Ehghslirects list.
Then, we use the translation dictionary to try r@anslate each
redirect variant. Finally, we expand each transtain the Arabic
redirects list. For “mahmoud abbas”, the Englis$t tontains
valid spelling variants and a common nickname (“abaren”),

and the Arabic list contains “mahmoud abbas” asiol“mazen”.
However, for Kofi Annan, we have two errors in tEeglish list:

“Nana Maria Annan” is his wife, and “Kofi Bo Bofiis the

punchline to a joke. The Arabic list contains a#fation of “Kofi

Annan” and two spelling variants.

As is typical, there is a trade-off between pregisand recall
using the name variations (expansions). For examtpke term
“William Jefferson Clinton” is not present in ounglish-Arabic
dictionary, but if we expand it to “Bill Clinton"we can find a
translation. In Figure 3, both the Arabic Wikipedsmd the
English Wikipedia list “Abu Mazen”, but there is ®aplicit link
between them, so they are only available throughrédirect lists.
However, famous people may have tens or hundredsdifect
terms, so it may hurt precision to include them all

Although our queries are name-focused, there araynmon-

names as well, such as topics and events. To aétensbn-names,
we used a probabilistic word translation table \dsti from

bidirectional word alignments extracted from GIZA{@ch and

Ney 00] by the MT members of our DARPA GALE team.

3.3.3 Indri

We used the v2.5 of the open-source Indri retrisyatem for all
retrieval experiments. Indri is a powerful retrieveystem that
combines inference networks and statistical languempdeling
approaches to retrieval [Metzler and Croft 2004 @hose Indri
primarily for two reasons: (1) it provides a consert mechanism
for restricting queries to XML elements and (2)pitovides a
weighted synonym operator as part of the querydagg.

We use the XML operators to restrict query termstiching in a
single language. For example, the French query tarai should
not match an English document containing “are”héligh each
document contains text in two languages, the souwand
translation are in separate XML elements, and weqeeery them
separately using Indri. For example, it may be uistf restrict
common nouns to matching in one language only, rhatch
proper names in both languages.

Our queries used the following operators of therilrglery
language:

. #1(a b c) indicates that terms or featuaed, andc are a
phrase and must appear in order and adjacent toother.

. #combine(a b) indicates that the score associatigd av
document should be a combination of the scorestof i
operands. It is the default multi-term operatohmafri.

e #wsyn(w a w, b w, ¢) indicates that terms or featu@d,
andc should be treated by Indri as if they are the sterma,
and counts of the terms are weighted as indicawd. use
this operator to incorporate probabilistic trarisias of
words into the queries: alternate translationsliated with
weights reflecting the estimated chance that thedsvare
actually translations of the query term. That ishew

calculating document or collection probabilitiele tcounts
of all terms are added together and treated as Nioge that
the synonym operator allows other operators suchlfsas
a feature.

«  #OP().field forces Indri to evaluate the operatolyawithin
the indicated field name. This feature allows usrdo a
query within the source text, the translated texthoth.

3.3.4 Query Construction

The GALE queries are non-factoid, template-basesktijons, for
example, “WHERE HAS [Tony Blair] BEEN AND WHEN?" Eh
filler text (in capitals) is used to frame the tdaip, but does not
supply useful query terms for querying the corpitlsee argument
is indicated by brackets, and is sometimes marked aamed
entity of a specific type. We ran a named entigogmizer on the
query to get more fine-grained markup. There ase alptional
slots for related words, name variants, and looatidc=rom the
whole query, we extracted a sdD, of English query
phrases/words which contained all arguments, mlat®erds,
locations and phrases marked as named entitiesexXaonple, the
query argument “Osama bin Laden in Iraq” would getesthree
terms based on named entity markup: “Osama binni’ateaq”
and “Osama bin Laden in Iraq”.

3.4 Query-Directed SMT Post-Editing

Consider a query such as “Provide information orrnpAd
Schwarzenegger]”. Assuming our dictionary contéhmes correct
translation, SMLIR could find the document in figui. This
document is relevant in Arabic, but a user is wellikio rate it
relevant in English given the poor translation.arranslingual
setting, we would like to return documents where thlevant
parts are readable to the user in translation.

Using the SMLIR approach, we can detect potentiatorrect
translations in a document when a document-languaateh is
found for a query but a query-language match isfaund. In the
example from Figure 1, a good query translation ldvanatch the
query “Schwarzenegger” in ArabigL ) s3), but the document
translation does not match the query due to alatos error.
Since we have word alignments from the documentstation
system, after detecting an incorrect translatiomcan replace the
incorrect translation (“$warznjr”) with the origihaquery
(“Schwarzenegger”). The user then gets a resporife the
correctly spelled name, and the translated docuisep¢rceived
relevant. Figure 4 illustrates the post-editinggess.

Our algorithm for query-directed SMT post-editirsg i

1. Use SMLIR system to detect potential mistranslatitina
result contains a match in the foreign source mitin the
English, consider it a potential error.

2. Using word alignments, extract the MT hypothesise t
English words that correspond to the foreign soumaéch.

3. If the MT hypothesis matches a name variation im ou
dictionary, do not rewrite this translation.

4. Use word alignments to decide which translationetesk to
replace. Name translations are not necessarilyiggamis, so
it is important not to insert the name multiple ésn If the
match is part of a larger phrase match, there nealniis to
other words, and it is important not to replaceecottokens in
the sentence.



WHERE HAS [Former United Nations Secretary General Kofi Annan]

BEEN AND WHEN?

Arabic match:

r‘"-'_'_

ol A g8 U o A gl (€3 M 0l

Corresponding English translation:

—

...such a visit would be the seventh l:-}(Koﬁ Ana.n)o China...

Rewritten English translation:

...such a visit would be the seventh by Kofi Annan to China...

Figure 4. Query-directed statistical machine transdtion post-editing. SMLIR returned a match on the Aabic part of
the document for “Kofi Annan”, but not on the English side. We use word alignments from SMT to extractKofi
Anan” from the English translation. Since “Kofi Anan” is not a known name variation for “Kofi Annan”, we rewrite

the sentence with the term as it appeared in the quy.

In general, a find-and-replace approach to mactramgslation is
too simplistic and likely to be problematic. Wetr&s our post-
editing to proper names, which are more amenablewgiting
than arbitrary words or phrases. Names are paatiguhard for
MT systems to translate, but translating them atiyeis
especially important for question-answering.

There are several reasons that SMT post-editinddcimoprove
over SMT. First, statistical machine translatiokesm a sentence-
by-sentence approach to translation, ignoring s@fecoherence
and consistency. In one document in our corpusséme name
was translated three different ways. A name thaeberred in the
source language then appears to be three diffeeyle in the
translation. Second, we have more information a&rgitime than
at document translation time. In our applicatiore get name-
tagged queries, and we can try to match them tairdents that
are name-tagged in two languages. Therefore, we uaneg
information from multiple sources to make an infedn
translation decision. This is similar to the apptoaf [Ji and
Grishman 07] for using joint inference over infotina
extraction and entity translation to improve nana@slation.

4. EXPERIMENT DESIGN

4.1 Data

The data we are using is the GALE Y2 corpus, whiatiudes
text and speech in English, Chinese, and Arabith bath formal
(newswire and broadcast news) and informal (blogkkroadcast
conversation) genres.

For all experiments, the entire corpus was prockssefollows.
Speech was automatically transcribed into textagdrithmically
divided into documents based on story segmentafioreign text
was marked up with named entities, and then trtatslasing
SMT into English. The English text was then markegd with
named entities. The final corpus included 133,68%bic
documents and 102,859 Chinese documents; each mgiistt
source was associated with the translated version.

For each foreign-source document, we created adpsgocument
that contained both the source, with source naméitirenarkup,
as well as the English MT, with translation nametitg markup.
The source and translation are separate XML elesnent query
terms can be restricted to match either in the ceowr in the
target. For Chinese text, we used character segti@mt For
Arabic text, we used query-side stemming, meaniegidexed
the unstemmed text and expanded the query ternts kmibwn
morphological prefixes [Larkey et al.].

For evaluating our system, we used queries prodfaeBALE’s

year two evaluation, but we restricted the quetdgesnly Chinese
or only Arabic documents. We eliminated queriest thad no
known relevant documents in a given language. Theresome
queries had both Arabic and Chinese versions, ®thad only
one or the other, and a few had no foreign soutemas.

4.2 Corpus Translation

The Chinese and Arabic documents in our corpus warslated
by our DARPA GALE MT team. They use two pass, pbaased
statistical MT. In the first pass, the N best tiatisns are
generated, using phrase count features to smootfas@h
probabilities. In the second pass, the system sesgence mixture
language models to rescore the N best results.

Our document translation system is sophisticatatisince we are
translating an entire corpus, we cannot use tHeMul system.
The current best SMT systems spend about a weeklating
about 35,000 Chinese words (NIST MT evaluation 2086 that
rate, translating our corpus would take over 30s/e@espite the
trade-off in quality, it is still useful for us tmanslate the corpus
ahead of time in order to do further annotation dprestion
answering.

4.3 Baselines

We implemented two baseline systems in order topewenour
hybrid system with query translation only (QT) addcument
translation only (DT).



4.4 Comparisons with Previous Approaches
Following McCarley [99], we implemented a simple bhgd
system that reranks results from the QT and DT limeeseystems
by their averaged, normalized Indri scores.

We also implemented a straightforward probabilisticuctured
query approach [Darwish & Oard 03], where we tratesl all
words (including names) using the probabilistic nslation
described in section 3.3.2.

4.5 Evaluation

We evaluated the results by asking native languageers to
judge the returned documents in the source languag®eder to
eliminate the effects of poor MT. For this papee limited the
IR evaluation to Mandarin Chinese due to the difficin finding
an adequate number of Arabic speakers. The judgmesre done
by 12 native speakers of Mandarin Chinese. Eaclygudas
assigned one or more templates, and given the GALE
relevance guidelines for each template, which ihelaxamples of
relevant and irrelevant sentences. After reviewtimg relevance
guidelines for a certain template, the judge usedel-based
interface which presented a query along with ao$etocuments
to judge for each query. In this manner, judgessistently
worked on the same template and the same queriles different
experimental settings, so as to avoid confusingveeit guidelines
for different templates.

The documents could be judged Relevant or Not Relevihe
judges were told to judge based on the source dewurtin
Chinese), but they could also see the machine latams. We
found that judging based on the source languageimwpsrtant,
as sometimes a document was found to be relevaogevparbled
translation did not appear relevant.

We used 39 queries as training data and tested auéries. We
included the top 10 documents for each query foLBvas well
as each baseline and previous approach. A totE8,842 Chinese
documents were judged.

4.6 Metrics

We evaluated our IR model using Normalized Discednt
Cumulative Gain (NDCG) [Jarvelin & Kekalainen 0Gjhich
takes into account the relative ranking that eaddtesn gives to

What are we Hybrid Approach NDCG at
translating 10
Queries only (QT) - 0.4156
Documents and Separate searches, then0.5245*
Queries merge results

Documents only - 0.5345+
(DT)

Documents and Joint indexing (SMLIR)| 0.5517*
Queries

Table 1. Overall results. For all settings, we useda
combination of Wikipedia for name translation and a
probabilistic translation dictionary to translate query terms
(* indicates 99% confidence, + indicates 97.5% coigfence).

the returned documents. The NDCG at n for queryg efined by
the following formula, whereel(i) is the relevance judgment of
the document at rank i, ardis a normalization factor that makes
it so the perfect ranking gets an NDCG score of 1.

n 2rel(i) _1

iz log(d+1)

In addition, the normalization factor correctly astjs for queries
with less than 10 relevant documents in the corpusereas
precision at 10 would penalize a perfect system.

NDCG(Q) = Z

5. RESULTS

5.1 Simultaneous Multilingual IR

We compared document translation (DT) and quemgstadion

(DT) baselines against two hybrid approaches whahbine DT
and QT: merged and SMLIR. Merged is similar to thrid

system in [McCarley 99]: two separate searchesuareone in the
query language and one in the document languagketham the
scores are averaged and the result list is rerarfd&dLIR is our
simultaneous multilingual IR approach, in which th@ecuments
are jointly indexed and the query is multilingu@ll experiments
in this section used both the Wikipedia and SMTidiary for

query translation. Significance is from a two-tditetest.)

The results are shown in Table 1. Document trainsigDT) does
significantly better than query translation (QT)heT poor
performance of QT is due to two problems: the pdenee of rare
names in the queries, which were not covered bytrdreslation
dictionary, as well as some issues in translatibman-name
phrases. A query translation module that includedditeration
might improve performance of QT for names. For name
arguments (such as “the cigarette smoking banthgusll SMT
rather than the typical approach of word-by-wordnsiation
might lead to better QT.

Surprisingly, the merged hybrid system does worsn tDT,
though at a lower level of significance (97.5%)sdems that for
the merged approach, the poor performance of they@Em just
serves to degrade the performance of the DT sydtwever,
the SMLIR system does significantly better than & DT as

Query Translation Method NDCG at 10
Probabilistic dictionary (all) 0.5136
Wikipedia (names) + 0.5517*
Probabilistic dictionary

Wikipedia (names) 0.5572

Table 2. Results for various query translation stréegies
using the SMLIR hybrid approach. Using Wikipedia for
name translation performed significantly better than just
using a probabilistic dictionary (* indicates 99%
confidence). Combining the methods did not appearot
improve the results.
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Figure 4. Merged outperforms SMLIR on queries with

event/topic arguments, but does poorly on queriesith only
name arguments.

well as the merged system.

One of our initial criticisms of the merged systemas that
document scores are not comparable across quesiesmbining
them in any way is ad-hoc. We found numerous exesnpf this
in our error analysis. Sometimes scores from a Q&ngwere
orders of magnitude smaller or larger than scoresnfa DT
query, in which case merged would end up favorimgy gystem
with the larger scores, rather than combining D8 &T in a
more principled way, as we hoped SMLIR would do.

On the other hand, merged outperformed SMLIR orrigsavith
only event/topic arguments. (The arguments are edhds events
or topics, although the events may contain nametitie=n in
them.) In figure 4, we can see that all systemfopmed worse on
these queries than on queries with name argumehts\Whereas
merged made significant gains over both QT and DT
event/topic queries, SMLIR barely outperformed thedm the
other hand, for queries with name arguments, medged worse
than DT, and SMLIR does best.

5.2 Query Translation

We also performed experiments with various queangfation
methods. Since Wikipedia is an encyclopedia, wed usefor

translated named entities, which are problematic fachine
translation. We compared translating the names amding

Wikipedia against translating all terms using abatailistic MT

dictionary. For all settings that used Wikipediag wxpanded
names in the query using the synonym lists derifexm

Wikipedia, and then translated all synonyms. Ssipgly, just
translating the names with Wikipedia did bettemtbging the MT
dictionary to do translation of all terms. This miag due to the
fact that Wikipedia translations are typically highecision but
low recall, whereas an MT dictionary typically caims many
(weighted) translations, not all of which are appiate for a
given context. We expected that combining high-isien named
entity translation with a probabilistic translatidictionary would
perform best, but combining the dictionaries did imaprove the
results. In any case, the success of using Wikipkijhlights the
importance of named entity translation for crossplial IR.

5.3 Query-Directed Post-Editing

The goal of our automatic machine translation @atting system
is to use query-time information to improve thensfation quality
of returned results. Our preliminary results intécthat, despite
its simplicity, this approach is able to improve Ml output. We
ran the post-editing system on 127 Arabic GALE @srusing
the top 10 document results from our SMLIR syst@fithose, 28
(22%) of the queries returned documents that redujpost-
editing. For the queries that were post-edited, D%e IR name
matches were rewritten. For each query, up toitke5 post-edits
were examined by a student of Arabic. The annotdewided
whether the replacement was Acceptable, Not Acbéptar
Ambiguous. Of the 101 rewrites examined, our regaents were
Acceptable 93% of the time. 6% were Not Acceptadie 1%
were Ambiguous. Our post-editing algorithm was e&ply
conservative, so it aimed for precision rather thegall. A more
in-depth evaluation is required to explore thisiesturther.

Improved name translation is essential for goodsdiagual

applications, such as question answering. HoweMar,metrics

such as the BLEU score [Papineni et al. 02] do take into

account the relative importance of various wordhim sentence.
Producing an incorrect translation of a name suhZarqawi”

has the same effect on BLEU score as producingnearriect

determiner (“a” instead of “the”), though the latie unlikely to

diminish a reader’s comprehension of the text. fFanslingual

guestion answering, a relevant result with a p@ona translation
can seem irrelevant to the end-user. By using gdigected post-
editing, we can improve result translation for #iamual

applications.

6. CONCLUSIONS AND FUTURE WORK

Our novel approach for translingual IR features te of
multilingual structured queries which are issue@roa pseudo-
parallel indexed corpus to retrieve results. Thybrid model
integrates QT and DT into the indexing and seag;iather than
as a post-processing step, and thus allows propatnient of
multilingual documents. Our experimental resultsvstthat this
approach significantly outperforms a previous hybapproach,
which merges the results of separate queries issonst
separately
experiments evaluated results for English queried &hinese
documents, but our implementation of SMLIR currgnticludes
three languages, English, Chinese and Arabic, dstraiing the
ability to seamlessly integrate multiple languageso one
framework.

We also experimented with different approaches tgery)
translation. We introduced a method to generateenaamiants
from Wikipedia, an approach that is critical to wamg the
variety of name translations between languagesiféeraht as
Chinese, English and Arabic. Our experimental tessthow that
query translation based on Wikipedia with expansisimg name
variants outperforms query translation using onlgrababilistic
phrase table from statistical machine translatidvhile we
expected query translation using a combination dipgdia for
names and probabilistic translation for topic tetm®utperform
either approach alone, our results show that ugifiidpedia for
names alone is not significantly different from thembined
approach.

indexed source and English documentsr Ou



Our research was motivated by a need to provideofimgual
speakers the ability to query a multilingual corpugheir own
language and receive documents in that same laaguHue
SMLIR framework meets this need and furthermorevistes
clues about the quality of document translation. 8Newed how
the framework allows us to detect mis-translatethes when
query names match against the document but natrahslation.
Our preliminary method for post-editing names, eoting the
translation, shows that we can dramatically impriheequality of
translated names in the relevant documents. Thimpertant in
the context of translingual IR, since it is difficto tell whether a
document is relevant when it is poorly translated.

We are currently working on improving our technigder post-
editing of names, incorporating better methods H@ndling
morphological differences and extending it to handioth
Chinese and Arabic names. Another direction fouritwork is
the inclusion of name transliteration in query slation. Finally,
we will also explore how we can modify our implerteion to
better exploit a combination of probabilistic tetranslation with
Wikipedia translation of names.
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