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INTRODUCTION

A single user activity, such as planning a conference trip,
typically involves multiple actions. Although these actions
may involve several applications, the central point of co-
ordination for any particular activity is usually email. Pre-
vious work on email activity management has focused on
clustering emails by activity. Dredze et al. [3] accomplished
this by combining supervised classifiers based on document
similarity, authors and recipients, and thread information. In
this paper, we take a different approach and present an unsu-
pervised framework for email activity clustering. We use the
same information sources as Dredze et al.—namely, docu-
ment similarity, message recipients and authors, and thread
information—but combine them to form an unsupervised,
non-parametric Bayesian user model. This approach enables
email activities to be inferred without any user input. Infer-
ring activities from a user’s mailbox adapts the model to that
user. We next describe the statistical machinery that forms
the basis of our user model, and explain how several email
properties may be incorporated into the model. We evaluate
this approach using the same data as Dredze et al., showing
that our model does well at clustering emails by activity.

DIRICHLET PROCESS CLUSTERING OF EMAILS
Clustering emails by activity involves assigning n email mes-
sages di ...d, to k activities a; ...ax. Each document is
represented by a sparse vector, indicating the number of times
each word in the vocabulary appears in that document.

One way of modeling these data is to assume that each docu-
ment was generated by a single activity-specific distribution
over words. This model naturally captures the notion that
emails about the same activity will use similar words, while
emails about different activities will use different words. A
Dirichlet process mixture model (DPMM) provides an el-
egant way of formalizing this idea. Each document d; is
assumed to have been generated by first selecting an activ-
ity a; = j for that document and then drawing words from
the activity-specific distribution over words #(). This pro-
cess may be inverted using statistical inference techniques,
allowing the unknown activity assignments a; and activity-
specific distributions over words 8\7) to be inferred from a
set of unlabeled documents. Furthermore, advance speci-
fication of the number of activities is not required—this is
automatically determined from the data.

A user-specific DPMM may be constructed by clustering the
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emails in the user’s inbox into activities—future emails will
be assigned to activities on the basis of this user-specific
clustering. The latent activity assignments may be inferred
using Gibbs sampling [4] as follows.

The probability of assigning document d; to activity j is
P(ai :j\a,i,dl,...,dn)
o< Pla; = jla_i)P(di|d—i,a;i = j,a_;) ey

where d_; denotes all documents excluding d; and a_; de-
notes the activity assignments for these documents.

The first term, P(a; = j|a—;), is the prior probability of
choosing activity j and is given by
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where IV; is the number of documents assigned to activity
j (excluding d;) and N. = > ;Nj. The parameter o de-
termines the rate with which new activities are created. A
priori, document d; is more likely to be assigned to an activ-
ity that already has many documents associated with it.

The second term, P(d; | d_;,a; = j,a—;), is the probabil-
ity that document d; was generated by activity j, given all
other activity assignments. This enforces the requirement
that documents containing similar words be assigned to the
same activity. P(d; |d_;,a; = j,a—;) may be computed by
marginalizing over all possible values of 8) under a sym-
metric Dirichlet prior with scaling parameter 3:
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where N, |; is the number of times word w has been used
in all the documents assigned to activity j (excluding d;),
M, is the number of times w has been used in d;, N.|; =
Y owNwjjand M. =57 M,
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GENERALIZING THE CLUSTERING PRIOR
Equation 2 is the distribution over activities under a Dirichlet
process prior, however, there are other clustering priors that



might be more appropriate for clustering email messages by
activity. In the most general setting,
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where z; is additional data for document d;, upon which the
model is conditioned. For example, the x; might be the set
of authors and recipients of d;. This general prior reduces to
a Dirichlet process prior when f(N;,z) = N;.

People

The emails within a single activity are typically associated
with a small set of people. Any new email that is sent to or
from these people (or some of these people) is likely to be
part of this activity. Consequently, using an activity cluster-
ing prior that incorporates information about message au-
thors and recipients will probably result in better activity
clusters than those obtained using a Dirichlet process prior.

Dredze et al. [3] introduced SimSubset, a similarity metric
for scoring email-activity pairs:

IPiN Ud,c ak:',k;éipk |

‘P; is the set of people associated with document d;, while
Uy | ax—j.kzi Pr is the set of people associated with all other

documents assigned to activity 5. When P; = () define
sp(Pi,7) = 1 When everyone in P; is also associated with
the set of documents in activity j, s,(P;, ) will be one.
When none of the people associated with d; are associated
with activity j, s,(P;, 7) will be zero.

The SimSubset metric can be incorporated into an activity
clustering prior as follows:

P(ai :j\a,i,Pl,...Pn)

~ N;j sp(Pi,j) j exists
o J is new.

(6)

When everyone in P; is associated with existing activity
J» activity j is chosen with probability proportional to IV;.
When no one in P; is associated with activity j, the proba-
bility of choosing activity j is zero.

Threads

Email thread information is another good predictor of activ-
ities [3]. Using the same approach as above, the prior over
activity clusters can be changed so as to incorporate infor-
mation about threading. Given a document d; and a corre-
sponding thread indicator r;, a thread-dependent metric for
scoring email-activity pairs may be defined as follows:

su(ri j) = 1 7, 1S a single-mail thread
o) = N, |+ K otherwise.

N, | j is the number of documents belonging to thread r; that
are assigned to activity j (excluding d;). x is a parameter that
ensures that activities that do not contain any messages from
this thread still receive a (small) non-zero score.
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This metric can be incorporated into an activity clustering
prior as follows:

P(ai:j|a,i,r1,...rn)

@ j is new.
Activity j is chosen with probability proportional to the prod-
uct of N; and s,.(;, j). When d; is the only document in its
thread, the probability of choosing activity j is proportional
to N; as in the Dirichlet process prior.

TOPICS

Equation 3 arose from the assumption that each document
was generated by first choosing an activity a; = j for that
document and then drawing words from the activity-specific
distribution over words (). In fact, other methods of docu-
ment generation may yield better activity clusters. One such
method is latent Dirichlet allocation [2]. Latent Dirichlet
allocation (LDA) treats each document as a finite mixture
over an underlying set of topics, where each topic is charac-
terized as a distribution over words. For example, an email
inbox might contain latent topics that correspond to concepts
such as “user modeling,” “hotel rooms” and “flights.” Each
email has a different distribution over these topics: an email
about going on vacation might give equal probability to the
last two topics, while an email about attending a user mod-
eling workshop might give equal probabilities to all three.
LDA assumes that each word in a document d; is generated
by first sampling a topic ¢ from a document-specific distri-
bution over topics #(%) and then sampling a word from the
topic-specific distribution over words ¢(*).

It is possible to incorporate LDA into the user model by as-
suming that each document d; was generated by first sam-
pling an activity for that document and then generating each
word by drawing a topic from an activity-specific distribu-
tion over topics and a word from the corresponding topic-
specific distribution over words. Inverting the procedure yields
a new probability of assigning document d; to activity j:
P(ai :j|a,i,d1,...,dn721,...,2n)
x Pla; = j|a—i)P(zi | 2—s,a)Pd; | d_s, ), (9)

where z; is the set of topic assignments for document d;.

The second term, P(z; | z—;, a), is given by
T(B+N.;) TLT(Z+ N+ M)
[LD(Z+N,;) T@B+N;+M)

where NV; | ; is the number of times topic ¢ has been used in
all documents assigned to activity j (excluding d;), M is the
number of times ¢ has been used in d;, V. lj = Zt Ny |; and
M. =3, M,. Similarly, the third term, P(d; | z), is
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Figure 1. The combined user model. Shaded nodes indicate observed
variables. Each document d; is generated by first sampling an activ-
ity a; given the set of people P; and thread indicator r; associated with
that document, and then generating each word by drawing a topic from
an activity-specific distribution over topics and a word from the corre-
sponding topic-specific distribution over words.

where N, |, is the number of times word w has been as-
signed to topic ¢ in all documents excluding d;, M, |; is
the number of times w has been assigned to topic ¢ in d;,
N,lt = ZwNU’lt and M. = Zwa.

COMBINED MODEL

It is possible to define a single activity clustering prior that
combines thread information with information about mes-
sage authors and recipients. Under this prior, the probability
of choosing activity j is given by

Pla;=jla—i;,P1,y... Pnyr1...70)

x Nj sp(Pi,j) sp(ri,j) J exists
o j is new.
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This may be used as the first term in equation 9, resulting
in a non-parametric Bayesian model of email activities that
incorporates information about threads, people, and topics.
The corresponding graphical model is shown in figure 1.

Since topics and activities are both unknown, the activity
clusters must be inferred by alternating between sampling
activities given topics using equation 9 and sampling sam-
pling topics given activities. The topic assignments may be
initialized using LDA. The hyperparameters « and « are op-
timized using evidence maximization [5].

EVALUATION

All model variants were evaluated using the same data as
Dredze et al. [3]. This data set consists of 1175 messages
sent over a period of ninety days. Two hundred of the mes-
sages are labeled with email activities. In total, there are
twenty-seven activities, which range in size from one to thirty-
eight messages. Quoted text was removed from most mes-
sages. Message subjects and bodies were combined, and
stop words and punctuation were removed.

Information about threads, message authors and recipients
was collected as follows:

e People: The email addresses in each message’s “From,”
“To” and “CC” fields were extracted, creating a set of

Method Diver. Disp. | Mean || Activities
DP 1.241 | 1.4695 | 1.3552 247
People 0.8951 | 1.5293 | 1.2122 313
Thread 1.2316 | 1.4573 | 1.3445 244
DP+Topics 0.6637 | 1.6773 | 1.1705 312
Combined model | 0.4330 1.67 | 1.0515 354

Table 1. Results for activity clustering in diversity, dispersion and their
mean (smaller is better). Results averaged over 5 runs.

1675 unique addresses. The user’s address was removed
since it was included on almost every email.

e Thread: Simple threading, using “Message-Id,” “In-Reply-
To” and “References” headers, resulted in 823 threads.

All model variants were randomly initialized by assigning
documents to one of 1000 activities. Unnecessary activi-
ties were automatically eliminated during activity inference.
Each iteration involved twenty complete Gibbs passes through
the data, sampling activities. If a model variant used topics,
200 topic-sampling Gibbs passes were also performed. In
total, inference consisted of thirty iterations.

The model variants were compared by computing the diver-
sity and dispersion of the activity clusterings [1]. Diversity
measures the extent to which clusters consist of messages
from a single real activity—a diversity score of zero indi-
cates that for every cluster, all messages in that cluster be-
long to the same real activity. Dispersion measures the ex-
tent to which a single real activity is dispersed among the
clusters—a dispersion score of zero means that for every
real activity, all messages from that activity appear in the
same cluster. Results for each model variant are shown in
table 1, along with the number of activities inferred by each
model. The email-specific clustering priors outperformed
the Dirichlet process prior. Adding topics also improved
performance. Combining all three sources of information—
threads, people and topics—substantially increased perfor-
mance over the other model variants.
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