
IPUS: An Architecture for the IntegratedProcessing and Understanding of SignalsVictor R. Lesser� S. Hamid Nawaby Frank I. Klassner��Computer Science Department yElectrical, Computer, andUniversity of Massachusetts Systems Engineering Dept.Amherst, Massachusetts 01003 Boston UniversityBoston, MA 02215March 20, 1994AbstractThe Integrated Processing and Understanding of Signals (IPUS) architecture ispresented as a framework that exploits formal signal processing models to struc-ture the bidirectional interaction between front-end signal processing and signalunderstanding processes. This architecture is appropriate for complex environ-ments, which are characterized by variable signal to noise ratios, unpredictablesource behaviors, and the simultaneous occurrence of objects whose signal signa-tures can distort each other. A key aspect of this architecture is that front-endsignal processing is dynamically modi�able in response to scenario changes and tothe need to re-analyze ambiguous or distorted data. The architecture tightly inte-grates the search for the appropriate front-end signal processing con�guration withthe search for plausible interpretations. In our opinion, this dual search, informedby formal signal processing theory, is a necessary component of perceptual systemsthat must interact with complex environments. To explain this architecture in de-tail, we discuss examples of its use in an implemented system for acoustic signalinterpretation.



1 IntroductionSince the middle 1970's, a major focus in perceptual architecture design has beenthe identi�cation and organization of knowledge to permit recovery from uncer-tainty introduced by front-end numeric signal processing algorithms (SPAs). Onecan categorize research e�orts in this area along �ve dimensions according to wherethey emphasize the placement of this knowledge:1. within high-level interpretation knowledge sources (HLKSs) (e.g., as im-proved or approximate models of environmental phenomena [18, 20, 32, 44]),2. within numeric-level KSs (SPAs) (e.g., as control parameter optimizationprocesses or feedback loops [8, 22, 42]),3. in the control of HLKSs' application (e.g., in planning architectures for con-trolling KS activation and sophisticated evidential representations [6, 10, 11,20, 39]),4. in the control of SPAs' application (e.g., as di�erential diagnosis rules forSPA application to disambiguate objects in the environment [14, 15, 29] oras compiled \SPA trees" learned for particular objects [19]), and5. in the control of the interaction between HLKSs and SPAs [1, 2, 5, 14, 15,29, 23].Over the past two decades, research e�orts along each of the �rst four dimen-sions has been quite fruitful, yielding signi�cant architectural paradigms. However,we believe that some of the assumptions made in these e�orts have resulted in aparadigm not well suited to the perception of complex environments. Such envi-ronments are characterized by variable signal-to-noise ratios, unpredictable sourcebehavior, and the simultaneous occurrence of objects whose signal signatures canmask or otherwise distort each other.Consider the architectural paradigm in Figure 1, which has usually been as-sumed by research e�orts lying along the �rst four dimensions. It assumes that�xed signal processing in the front-end can provide adequate (not necessarily op-timal) evidence for reliable interpretations regardless of the range of possible sce-narios in the environment. In our opinion, this assumption is plausible for archi-tectures that monitor stable environments, but not for those that monitor complexenvironments. In these environments, the choice of front-end SPAs is crucial tothe generation of adequate evidence for interpretation processes. Parameter val-ues inappropriate to the current scenario can render a perceptual system unableto interpret entire classes of environmental events correctly. Front-end SPA sets1
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This paper discusses the generic IPUS architecture and its instantiation foracoustic signal interpretation. Acoustic signal interpretation in itself is an inter-esting problem that arises in applications such as assistive devices for the hearingimpaired and robotic audition.1 In the following sections we (1) discuss percep-tion in complex environments (2) present motivations for the IPUS framework,(3) describe the generic IPUS architecture, (4) discuss related work, (5) describean IPUS-based acoustic interpretation testbed, (6) illustrate the testbed's behav-ior using Figure 2's scenario, (7) discuss the architecture's implications for SPAdesign, and (8) indicate directions for our future research.2 Perception in Complex EnvironmentsIn this section we discuss relationships between the nature of perception in complexenvironments and the means by which systems actually perceive environments. Inparticular, we establish terminology for describing environments and for discussingcontext-dependent suitability of SPAs. We represent environments using the fol-lowing de�nitions.De�nition 1 (Environment) An environment is a triple (O,F ,R) where O is theset of observable objects, F is the set of all features that can be used to describe objects,and R is a set of context rules describing how features interact with each other whenmore than one object is being perceived in the environment.De�nition 2 (Objects) Each object belongs to a unique object class. Object classesare de�ned by sets of feature descriptions. Each set speci�es a subset of features from Fand ranges of permissible values for these features. An object is an instance of an objectclass if its feature values lie within a descriptor set of the class.De�nition 3 (Contexts) A context is the set of all speci�c objects, with their orien-tation, observed in an environment. A permissible context is de�ned as a set of objectswhich are permitted to co-occur. Unless otherwise proscribed by the speci�c applicationdomain, a permissible context may contain several instances of the same object class.In audition, the orientation of an object includes domain-dependent character-izations such as distance, loudness, and velocity. In another domain such as vision,orientation would include characterizations such as pose, distance, and velocity.De�nition 4 (Context Rules) A context rule is a pair (C,F ). C is a permissiblecontext and F � fobj � fenv . Here fobj is the union of instantiated features from all the1The problem of identifying and tracking sounds.4



objects in C, and fenv is a powerset of F with instantiated values. The set F indicates theobservability of the objects' instantiated features when they are considered in the contextC. Elements in F of the form ff1; ff1gg indicate the instantiated feature f1 is observablein the context; elements of the form ff1; fg1; . . . ; gngg indicate the instantiated feature ismasked or otherwise distorted to appear as di�erent instantiated feature(s) fg1; . . . ; gngfrom fenv . Note that fx indicates a feature and its particular value.The rules indicate how the features of co-occurring objects interact with eachother without regard to how their signals are processed. For example, such rulesfrom vision would address the occlusion of objects by other objects, while suchrules from audition would address the summed-energy of overlapping frequencycomponents from multiple sounds. De�nition 4 describes only the kind (not theform) of knowledge that perceptual systems should have about contexts. Thede�nition's knowledge representation is combinatorially explosive and certainlycould not be used in any real system.Having de�ned our concept of a perceptual system's environment, let us nowconsider SPAs, the means by which a system processes the signals from its environ-ment. There are two levels of abstraction for describing SPAs: generic SPAs andSPA instances. SPA instances are speci�ed by speci�c values for a generic SPA'scontrol parameters. Where there is no ambiguity in the discussion between genericSPAs and SPA instances, we will use the term \SPA" to refer to an SPA instance.When applied to signals, SPAs produce correlates. These are used as evidence tosupport hypotheses that particular features (not necessarily associated with anyobject) are present in the environment. We refer to the correlate set produced byan SPA as that SPA's computed correlate set.An SPA's parameter values induce capabilities or limitations with respect tothe scenario being monitored. Consider the generic Short-Time Fourier Transform(STFT) algorithm [36] in the acoustic domain. An STFT instance has particu-lar values for its parameters, such as analysis window length, frequency-samplingrate, and decimation interval (separation between consecutive analysis window po-sitions). Depending on assumptions about a scenario's spectral features and theirtime-variant nature, these parameter values increase or decrease the instance'susefulness in monitoring the scenario. An instance with a large window lengthwill provide �ne frequency resolution for scenarios containing sounds (\acousticobjects") with time-invariant components, but at the cost of poor time resolutionfor sounds with time-varying components.2In complex environments, there are often many SPAs which can potentiallycompute a correlate's value. The e�ectiveness of an SPA to produce correlates2A variant analysis of the Heisenberg Uncertainty Principle implies that one cannot obtain aSTFT SPA instance (or, for that matter, design a new generic SPA) that simultaneously providesin�nite frequency resolution and in�nite time resolution.5



that can support hypothesized object features is dependent in general upon thecontext in which the correlates are to be computed, the speci�c values of the objectfeatures, and the SPA's parameter values. We will consider an SPA's parametervalues appropriate to a context if the SPA's correlates can provide not just support,but unambiguous support for all the features of all the objects in the context.Figure 3 uses sound disambiguation to show the relationship between context-dependent correlate computation and interpretation ambiguity more concretely.When analyzed in isolation, the hairdryer's two frequency tracks are unambigu-ously supported by the correlates from STFT-1. However, when the hairdryer'stracks are analyzed in conjunction with the telephone in the second context, am-biguity arises. The new tracks in Figure 3b indicate the potential presence of anew sound that matches the telephone model except for its lowest frequency track.The hairdryer's lower-frequency track cannot be unambiguously supported by thesame SPA's correlates, since at least some of the track's potential support couldalternatively support the phone's low-frequency components. Fourier theory canattribute the ambiguity to the SPA's poor frequency resolution capabilities andindicate that the second context should be reanalyzed by a more appropriate SPA.When the second context's signal is analyzed by STFT-2, the SPA's �ner reso-lution con�rms this explanation for the ambiguity and provides correlates thatunambiguously support both the hairdryer's and the telephone's tracks.At this point we see that to select SPA instances appropriate to a particularscenario, a perceptual system must consider the features corresponding to theinput signal. This leads to the apparent circularity that choosing appropriate SPAparameter values requires knowledge about the signal, but this knowledge can onlybe obtained by �rst processing the signal with an SPA with appropriate parametersettings. Thus, in complex environments the search for appropriate interpretationsmust be intimately connected with the search for appropriate SPA instances.The features that perceptual systems can monitor in complex environments fallinto two classes. The �rst class contains features which can be used to indicatethe existence of one or more objects, though not necessarily the objects' identities.These features often have supporting correlates that can be computed independentof the context being analyzed. In the auditory domain, for example, any collectionof one or more \sound objects" may be conceptualized as an acoustic intensitydistribution with minimum and maximum limits on gross features such as temporalspread, frequency spread, duration of silence intervals, and degree of randomnessin intensity uctuations. Such gross features' correlates can generally be computedin a context-independent manner; hence we call them context-independent features.The second feature class contains those features which can be used to identify anobject or track the behavioral changes of an object. The computation of correlatesto support these features is often very sensitive to the context being analyzed; hence6
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It is important to note that the distinction between context-independent andcontext-dependent features lies in the features' usage. If a feature is used onlyto indicate the presence of some object(s), the feature is considered context-independent. However, if the same feature were to be used as support for theidentity of some object(s), it would in general require context-dependent correlatecomputation, and would therefore be considered a context-dependent feature.This section's discussion about complex environments and the basic means foranalyzing their signals serves as background for Section 3. The focus in that sectionis on how a domain's signal processing theory can be used to guide the design ofan architecture for controlling the process of SPA application.3 Architectural MotivationPast research e�orts within the traditional paradigm for perceptual system design(Figure 1) have produced architectures that require the identi�cation of a set offeatures and SPAs applicable to all scenarios the environment may produce. Thisrequirement is feasible only for signi�cantly constrained environments. Under thetraditional paradigm, complex environments can require combinatorially explosiveSPA sets with multiple parameter settings to capture the variety of signals ade-quately [17] and to handle the variety of processing goals the current scenario maydictate. As an example of variable processing goals, consider a system with theprimary goal of responding to either the sounds of an infant or a ringing telephonewhile ignoring other sounds. This may be done by monitoring a medium-frequencyband. If an infant sound is detected, the system's goal may then switch to deter-mining whether the infant is crying or choking while ignoring telephone rings. Sucha goal might then be accomplished by switching to lower-frequency spectral regionswith specialized SPAs.To circumvent the combinatorial explosion, one could reason that a small SPAset might be su�cient if comparisons could be made between the SPAs' computedcorrelates and dynamically-generated formal expectations. We use the term an-ticipated correlate set to refer to the set of expectations about an SPA's computedcorrelate set. Any computed correlates whose coordinates and values do not matchthose of any anticipated correlates are considered unanticipated. Unmet SPA out-put expectations can indicate that either the expectations are based on incorrectinterpretations or that the SPA's computed correlates have been distorted becausethe SPA's parameter values are inappropriate to the current scenario. In the �rstcase a perceptual system could re-interpret the current scenario based on the SPA'scorrelates, while in the second case a perceptual system could recon�gure the SPA'sparameters or replace it with a more appropriate SPA. The important assumption8



in this solution is that there is a basis for generating the expectations, detecting theunmet expectations, and deciding between the two possible classes of explanationsfor the unmet expectations. We argue that a domain's formal signal processingtheory can play this role.An SPA's correlates can be compared with expectations based on object modelsor on a priori environment constraints such as maximum bounds on sounds' rate oftemporal change in frequency. Referring back to our assumption about rules for theinteraction of co-occuring objects' features, these \context rules" could also providea basis for checking SPA appropriateness. Most importantly, a domain's signalprocessing theory can specify how one SPA's correlates for a context-independentfeature can serve as the basis of expectations for another SPA's output correlates.This speci�cation can serve to check an SPA's appropriateness to the environment.It can also serve to decide where to selectively apply another SPA in the signaldata stream to obtain correlates for context-dependent features.Figure 4 illustrates these concepts with an example from the acoustic process-ing of footsteps in a noisy environment. The example uses two complementarygeneric SPAs: a time-domain energy tracker and an STFT. The time-domain en-ergy tracker detects a short, uniform energy burst that should correspond to shorttracks in the frequency domain, according to acoustic signal processing theory.When analyzed by STFT-1 with its wide analysis window, the footstep's impul-sive energy is smoothed with surrounding noise and fails to appear as a shortfrequency track in the STFT's correlates. In other words, the STFT's correlatesare subject to a smoothing distortion. The temporal locations and durations ofthe energy tracker's energy bursts serve two purposes. First, they indicate thatSTFT-1 was potentially inappropriate to the current environment. Second, theyserve as the basis for generating STFT-2 with a narrower analysis window andsmaller time decimation interval to apply to the region in the signal where a newsource is suspected. This STFT's correlates not only con�rm the belief that the�rst STFT was inappropriate to the environment but also more strongly supportthe existence of the impulsive footsteps than the energy tracker's correlates did bythemselves.The preceding example provides instances of three generic roles that a domain'sformal signal processing theory can play in guiding interpretation and processingin a complex environment:� provide methods to determine discrepancies between an SPA's expected cor-relate set and its computed correlate set.� de�ne distortion processes that explain how discrepancies between expecta-tions and an SPA's computed correlates result when the SPA has inappro-priate values for speci�c parameters.9
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4 Generic IPUS ArchitectureThis section has three parts. The �rst part presents a summary of the architec-ture. The second part discusses the generic speci�cations of each component ofthe architecture's reprocessing loop: discrepancy detection, discrepancy diagnosis,reprocessing, and di�erential diagnosis. The third part describes the architecture'scontrol framework. Section 6.1 provides summaries of the algorithms used to in-stantiate the IPUS components in the acoustic interpretation testbed [31].4.1 Architecture SummaryThe generic IPUS architecture, with its primary data and control ow, appears inFigure 5a. Figure 5b shows its instantiation in the acoustic interpretation testbedto be discussed in Section 6.2. Two types of signal interpretation hypotheses arestored on the hierarchical blackboard: interpretations of correlates from currentand past signal analyses, and expectations about the interpretations of data cor-relates from future analyses.Our design of the IPUS framework assumes that signal data is submitted foranalysis a block at a time. IPUS uses an iterative process for converging to theappropriate SPAs and interpretations. For each block of data, the loop startsby processing the signal with an initial con�guration of SPAs. These SPAs areselected not only to identify and track the signals most likely to occur in the en-vironment, but also to provide indications of when less likely or unknown signalshave occurred. In the next part of the loop, a discrepancy detection process testsfor discrepancies between the correlates of each SPA in the current con�gurationand (1) the correlates of other SPAs in the con�guration, (2) application-domainconstraints, and (3) the correlates' anticipated form based on high-level expecta-tions. Architectural control permits this process to execute both after SPA outputis generated and after interpretation problem solving hypotheses are generated. Ifdiscrepancies are detected, a diagnosis process attempts to explain them by map-ping them to a sequence of qualitative distortion hypotheses. The loop ends witha signal reprocessing stage that proposes and executes a search plan to �nd a newfront-end (i.e., a set of instantiated SPAs) to eliminate or reduce the hypothesizeddistortions. After the loop's completion, if there are any similarly-rated compet-ing top-level interpretations, a di�erential diagnosis process selects and executes areprocessing plan to �nd correlates for features that will discriminate among thealternatives.Although the architecture requires the initial processing of data one block ata time, the loop's diagnosis, reprocessing, and di�erential diagnosis componentsare not restricted to examining only the current block's processing results. If the11
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4.2.1 Discrepancy DetectionThe discrepancy detection process is crucial to the IPUS architecture's iterativeapproach. Our speci�cation of the process requires it to recognize three groupsof discrepancies, based on the source of the anticipated correlates used in thecomparisons.fault A discrepancy between an SPA's computed correlates and correlates fromother SPAs applied to the same signal data. This class is included basedon two propositions. The �rst is that correlates for context-dependent fea-tures, if computed by SPAs appropriate to the context, do not contradict thecorrelates for context-independent features. The second is that correlatesfor context-dependent features, if computed by SPAs appropriate to the con-text, do not contradict other context-dependent correlates computed by otherSPAs from the same data. As an example, refer to Figure 4 where the energytracking SPA indicates a short burst of energy while the �rst STFT's corre-lates do not support new frequency tracks during the burst's time period. Afault should be declared since Fourier theory requires the burst's presence inboth analyses, given the assumption that the STFT analysis was appropriateto the context.violation A discrepancy detected between an SPA's computed correlates and do-main constraints. This class is included based on the proposition that cor-relates, if computed by SPAs appropriate to the context, do not supportfeatures that violate the environment's physical constraints. As an example,if the application domain is considered subject only to wideband gaussiannoise (5000 Hz wide), STFT output correlates showing only a narrowbandnoise signal (say 500 Hz wide) would give rise to a violation. Note that viola-tions can indicate either that an SPA was inappropriately applied or that theenvironment's characteristics have changed from those in the original de�-nition. In the �rst case reprocessing based on the environment's de�nitionshould succeed in eliminating the discrepancy. In the second case reprocess-ing based on the environment's (invalid) de�nition will fail. Failures of thesecond type are recorded as distortions to be expected due to environmentalchanges and prevent needless execution of the reprocessing loop when theyare detected again.conict A discrepancy between an SPA's computed correlates and model-basedexpectations. Model-based expectations arise from two sources. The �rstsource is the set of models for objects already assumed to be present. Thesecond source is the set of models for objects under consideration for inter-13



preting newly-detected correlates in the current block of data. Conict dis-crepancies may involve either a total or a partial mismatch between correlatesand the hypotheses they were supposed to support. This class is includedbased on the proposition that features supported by correlates computedfrom appropriate SPAs ought to be completely consistent with the objectfeatures speci�ed by the context expected to be observed. \Object features"includes not only features that are not expected to be distorted but alsofeatures that are expected to be distorted because of the existence of otherobjects in the environment. Conicts can indicate that an SPA is not appro-priate to the context or that the context actually contained objects di�erentfrom those expected. As a simple example, a conict would occur when theinterpretations of past correlates predict a sound with two sinusoids at 230Hz and at 250 Hz with no decline in their amplitudes and current STFT cor-relates support one or none of the sinusoids. It could indicate that possiblythe STFT's energy threshold is inappropriate because the sound's volumedecreased, or that a new sound is masking the expected sound. Becausewe make expectations take on the maximum possible values for their objectfeatures, this conict could also indicate that the expectation's duration wastoo long.Examination of a wide range of domains reveals two generic classes of corre-lates: point correlates and region correlates. A point correlate is a value associatedwith one point in the SPA output coordinate space. A region correlate is a valueassociated with a subset of the SPA output space. Consider the following examples.A spectral peak energy value in the \time, frequency, energy" space of acousticsignal processing and an image pixel intensity value in the \x, y, intensity" spaceof image processing are examples of point correlates. A noise-distribution tag fora region in a radar sweep and a mean-intensity value for a region in the outputof an image �ltering SPA are examples of region correlates. A track of spectralpeaks over time from a series of FFT analyses is an example of a region correlatecomprised of non-contiguous subsets of the SPAs' output space.For both point and region correlates, we require that the IPUS discrepancy de-tection component be able to check for the following generic discrepancies betweenan SPA's anticipated correlate set and its computed correlate set.1. missing: An anticipated correlate is not in the computed correlate set. Anexample of this discrepancy in the acoustic domain occurs when a spectralpeak is expected in the output of an FFT SPA, but is not found.2. unassociated: An unanticipated correlate occurs in the computed correlateset. An example of this discrepancy in the radar domain occurs when an14



unanticipated clutter region is produced during a radar sweep.3. value-shift: A correlate is found in the computed correlate set at its antic-ipated coordinates, but with an unanticipated value. In the visual domainwe encounter this discrepancy when an image region's hue label produced byan intensity analysis SPA is brighter than expected.4. coordinate-shift: A correlate with an anticipated value is found in thecomputed correlate set but at unanticipated coordinates. This includes thesituation where a region's boundaries shift from their expected locations. Anexample of this discrepancy in the acoustic domain occurs when a track ofspectral peaks produced by a curve-�tting algorithm has the correct energyvalue but is 30 Hz from its expected position.5. merge: Two or more anticipated correlates are deemed to have appeared asone unanticipated correlate in the computed correlate set. The criteria forthis merging are domain-speci�c and often depend on relationships betweenthe missing correlates' values or coordinates and the unanticipated corre-late's value or coordinates. An example of this discrepancy in the visualdomain occurs when two adjacent regions with di�erent expected texturesare replaced by one region with an unanticipated texture.6. fragmentation: An anticipated correlate is deemed to have been replacedby several unanticipated correlates in the computed correlate set. The cri-teria for this splitting are domain-speci�c and often depend on relationshipsbetween the missing correlate's values or coordinates and the unanticipatedcorrelates' values or coordinates. An example of this discrepancy in the radardomain occurs when a noise-analysis SPA computes two or more small re-gions with a particular noise-distribution label instead of an expected singleregion with that label.4.2.2 Discrepancy DiagnosisA domain's formal signal processing theory can predict the form computed corre-lates will take not only when an SPA is applied with parameter values appropriateto the context, but also when an SPA is applied with inappropriate parameter val-ues. We relate a signal processing theory's content to SPAs and their interactionwith the environment in terms of SPA processing models. An SPA processing modeldescribes how the output of the SPA changes when one of its control parametersis varied while all the others are held �xed.SPA processing models serve as the basis for de�ning how the parameter set-tings of an SPA can introduce distortions into the SPA's computed correlates.15



These distortions cause correlate discrepancies. Consider an SPA processing modelcorresponding to the STFT's WINDOW-LENGTH parameter and how this modelcan be used to de�ne distortions. Refering to Figure 3, as this parameter's valueincreases, merged and missing correlate discrepancies disappear. Conversely, asthe parameter's value decreases, merged and missing correlate discrepancies occurmore frequently. Formally, assume that an STFT with an analysis window of Wsample points is applied to a signal sampled at R samples per second. If the signalcame from a scenario containing frequency tracks closer than R=W Hz, Fouriertheory predicts that the tracks will be merged in the STFT's computed correlates.When discrepancies are detected, diagnosis can be performed to obtain an \in-verse" mapping from the discrepancies and to qualitative hypotheses that explainthem in terms of distortions. This diagnosis process relies on an environment'scontext rules and the domain's SPA processing models to de�ne distortion pro-cesses that take place when an SPA's assumptions about its input signals areviolated [37]. Note that there is a di�erence between discrepancies and signal dis-tortion processes. Distortion processes are used to explain discrepancies. It is alsopossible for several distortion processes to explain the same kinds of discrepancies.A \low frequency resolution" process explains the `missing' and `unassociated' dis-crepancies in Figure 3's example, and a \low time resolution" process explains the`missing' discrepancy in Figure 4's example.As another simple diagnostic example, consider the conict discrepancy wherefrequency components previously observed at 225 Hz and 250 Hz \disappear" fromthe current STFT output but a \new" component is observed midway between theoriginal components' positions. The STFT processing models provide us with theconcept of a \low frequency resolution" distortion process which can account forthe missing and unanticipated correlates in the STFT output. In discrepancydiagnosis, this speci�c distortion's de�nition would serve as the basis for checkingif it is plausible that the two components may have drifted too close to eachother for the current STFT instance to be able to resolve them. If this is indeedplausible, the distortion process explains the presence of just a single componentin the current STFT output.4.2.3 Reprocessing and Di�erential DiagnosisThe signal reprocessing component uses explanations from the diagnosis compo-nent to propose and execute search plans for �nding new SPA control parametervalues that eliminate or reduce the hypothesized distortions. In the course of areprocessing plan's execution, the signal data may be reprocessed several timesunder di�erent SPAs with di�erent parameter values. The incremental search isnecessary because the diagnosis explanation is at least partially qualitative, and16



therefore it is generally impossible to predict a priori exact parameter values tobe used in the reprocessing. The reprocessing component relies on SPA processingmodels to select new SPAs and/or parameter values when instantiating the pro-posed reprocessing plan. Continuing the frequency resolution example from theprevious subsection, the STFT processing model's quantitative relationship be-tween parameter values and correlate output would indicate the need for a STFTinstance with a longer analysis window for obtaining better frequency resolution.In the course of processing signal data, IPUS-based systems will encounter sig-nals that could support several alternative interpretations. In addition to naturalsimilarities among several objects' features, ambiguous sets of alternative inter-pretations can also arise from co-occuring objects' interactions and from applyingSPAs inappropriate to a context. The di�erential diagnosis component implementswhat we have previously referred to in Section 3 as the dynamic, context-dependentselection of features to disambiguate objects. It uses SPA processing models topredict how the front-end SPAs' parameter values could have made correlates fordi�erent features of alternative objects appear similar. Based on these predictions,the reprocessing component can then propose a reprocessing strategy to disam-biguate the features' correlates.The dual search in IPUS becomes obvious with the following two observations.Each time the data is reprocessed, whether for disambiguation or distortion elim-ination, a new state in the SPA instance search space is examined and tested forhow well it eliminates or reduces distortions. At the same time, the distortionelimination or disambiguation measurement is predicated on the assumption thatthe system's current state in the interpretation space matches the actual contextbeing observed. We will see later in Section 7.2 that failure to remove a hypothe-sized distortion after a bounded search in the SPA instance space will often leadto a new search in the interpretation space. This happens based on the followingreasoning. The diagnosis and reprocessing results represent an attempt to justifythe assumption that the current interpretation is correct. If either diagnosis orreprocessing fails, there is a strong likelihood that the current interpretation is notcorrect and a new search is required in the interpretation space. Furthermore, theresults of failed reprocessing can constrain the new interpretation search by elim-inating from consideration objects with features requiring correlates that shouldhave been found during the reprocessing.4.3 Control in IPUSDepending upon the class(es) of discrepancies detected and the context in whichinterpretation is being carried out, an IPUS-based system can use di�erent strate-gies to resolve (i.e. explain and possibly eliminate) the discrepancies. For example,17



in a situation where real-time processing deadlines are tight, the system may noteven attempt to resolve conict discrepancies involving minor mismatches in orderto conserve time. In a situation where time is costly but not prohibitive, however,the system may decide to engage the diagnostic process on the discrepancy, butthen to forego actual reprocessing of the signal because the pro�ered explanationwould require reprocessing a set of data too large to be accommodated by thetime constraints. That is, for this case the system may decide that the successfulgeneration of an explanation alone is su�cient to resolve the discrepancy. Finally,in a non-time-critical situation or when analyzing data from an important source,the system may decide to engage the diagnostic process and reprocess the data onthe basis of the explanation in order to verify the explanation's plausibility as partof resolving the discrepancy.We designed IPUS to serve as the basis of systems for producing perceptualinterpretations with acceptable uncertainty levels. Therefore, we had to providethe architecture's control framework with a formalism for representing factors thata�ect interpretations' con�dence levels. The control framework also had to supportcontext-sensitive focusing on particular uncertainties in order to control engage-ment and interruption of the architecture's reprocessing loop.For these reasons, IPUS uses the RESUN [11, 12] framework to control knowl-edge source (KS) execution. This framework supports the view of interpretationas a process of gathering evidence to resolve hypotheses' sources of uncertainty(SOUs). It incorporates a language for representing SOUs as structures whichtrigger the selection of appropriate interpretation strategies. Problem-solving isdriven by information in the problem solving model, which is a summary of thecurrent interpretations and the SOUs associated with each one's supporting hy-potheses. An incremental, reactive planner maintains control using control plansand focusing heuristics. Control plans are schemas that de�ne the strategies andSPAs available to the system for processing and interpreting data, and for resolv-ing interpretation uncertainties. Focusing heuristics are context-sensitive tests toselect SOUs to resolve and processing strategies to pursue.The RESUN framework endows IPUS with two basic problem-solving modes:evidence aggregation and di�erential diagnosis. Evidence aggregation problemsolving seeks data for increasing or decreasing the certainty of one particular in-terpretation, whereas di�erential diagnosis problem solving seeks data for resolv-ing ambiguities that produced competing interpretations. Through these problemsolving approaches, IPUS-based systems can decide when to reprocess data previ-ously examined under one SPA with another SPA to obtain evidence for resolvinguncertainties.The RESUN framework was developed to address current interpretation sys-tems' limited ability to express and react to the reasons for interpretation hypothe-18



ses' uncertainty. It emphasizes the separation of hypothesis belief evaluation fromcontrol decision evaluation by making control responsive not only to the levelsof numeric belief in hypotheses but also to the presence of speci�c SOUs in theproblem-solving model. The control plan formalism supports opportunistic controlthrough a refocusing mechanism that lets the planner switch among several planelaboration points (current leaf nodes in the plan tree) in a context-dependentmanner. It also permits reprocessing strategies to be expressed as alternative con-trol plans, which are selected on the basis of SOUs describing discrepancies andtheir explanations.5 Related WorkThe IPUS architecture explores how formal signal processing knowledge such asFourier theory can be organized and applied in the �fth of the knowledge-placementdimensions discussed in Section 1. This research represents the formalization andextension of concepts explored in earlier work on a diagnosis system that exploitedformal signal processing theory to debug signal processing systems [37] and in workon meta-level control [24, 25] that used a process of fault-detection, diagnosis, andreplanning to decide the most appropriate parameters for controlling a problem-solving system.Although we oriented this research most strongly along the �fth knowledge-placement dimension, we feel it has implications for work along the other fourdimensions as well. The architecture supports the use of an application domain'sformal signal processing theory in selecting approximate or specialized SPAs forcontext-dependent application to speci�c portions of a signal [33]. For this reasonthe research also extends work that emphasizes the fourth dimension (control ofSPA application).Several recent systems have been developed that provide for structured inter-action between interpretation activity and numeric-level signal processing. In thissection we discuss selected frameworks or systems as representatives of generalapproaches to the problem of controlling the interaction of signal processing andenvironmental interpretation in perceptual systems. The general approaches aredescribed in terms of the IPUS components they functionally include.The perceptual framework of Hayes-Roth's GUARDIAN system [23] is typicalof systems whose input data points already represent useful information and re-quire little formal front-end processing other than to control the rate of informationow. The system incorporates an input-data management component that controlsthe sampling rate of signals in response to workload constraints. Information owis controlled through variable sample-value thresholds and variable sampling rates.19



This control framework is somewhat limited since it is based only on the system'stime requirements for reasoning about classes of signals, and provides good perfor-mance primarily because the signals monitored are relatively simple and noise-freein nature: heart-rate, temperature uctuations, etc. The framework's lack of cen-tralized components for any of the four IPUS tasks leads to inadequate generalityfor the wide range of signals-environment interactions which can include signalscontaining complex structures that must be modeled over time in the presence ofvariable noise levels. Note that we are not implying that frameworks in this classdo not perform any diagnostic reasoning. We are only observing that this reason-ing capability is not applied to the identi�cation of potentially adverse interactionsbetween the environmental signal and the front-end processing.Dawant's framework [14] is closer in spirit to IPUS. It is typical of systemsdesigned with the intent of providing alternative evidence sources as \backup"evidence when moderate deviations are observed between signal behavior andpartially-matched signal event models. The framework does not support the selec-tive reprocessing or selective application of specialized SPAs since data is alwaysgathered from every front-end SPA whether required for interpretation improve-ment or not. This reliance on a �xed set of SPAs (regardless of whether their controlparameters are variable) that are all always executed leads to systems where moreand more SPAs are added to front-ends as the environmental complexity increases,ending in a combinatorial explosion in the number of SPAs necessary to unambigu-ously identify all signals in an environment. Unlike IPUS, most architectures in thiscategory operate on the implicit assumption that the signal-generating environ-ment will not interact adversely with the signal processing algorithms' limitationsto produce output distortions that might not have occurred if more appropriateprocessing algorithms had been used. Any deviations between observed signal be-havior and available signal event models are attributed to chance variations in thesource being monitored, never to the signal's interaction with inappropriate SPAsor with other sources in the environment.De Mori et al. [15] developed a formal interaction framework in a system torecognize spoken letters of the English alphabet. This framework is representativeof architectures with strong reliance on di�erential diagnosis techniques. Thesearchitectures are often employed in domains where there is little or no dependencebetween consecutive signal events. Interpretations in the system were generated bylearned rules expressing letter identi�cations in terms of a signal-event grammar.Often more than one letter could be indicated by a single rule (in their terminologythe rule has a confusion set). When such rules are activated, the system pursues adi�erential diagnosis strategy relying on rules describing SPAs that are suited todisambiguating confusion sets with given members. Thus, the system makes use ofselective SPA application and di�erential diagnosis strategies. However, given the20



framework's relatively restricted application domain, there is a serious questionof whether the approach can be scaled up without including the ability to modelthe environment's signal processing theory. Since the environment of the systemconsiders its objects (letters) as isolated, unrelated entities, the framework doesnot incorporate any use of diagnosis in conjunction with environmental constraints(e.g., A `C' has been identi�ed at time t�1 and a `B' is expected at time t0 sincethere is an environmental constraint that `B's follow `C's. No behavior supportingthe expectation is observed, so diagnostic reasoning should be attempted to explainwhy).GOLDIE [29] is an image segmentation system that uses high-level interpre-tation goals to guide the choice of numeric-level segmentation algorithms, theirsensitivity settings, and region of application within an image. The system's archi-tecture represents the set of architectures that place strong emphasis on selectiveSPA application without explicit guidance from formal signal-processing theory.The system uses a \hypothesize-and-test" strategy to search for algorithms thatwill satisfy high-level goals, given the current image data. While it incorporatesan explicit representation of algorithm capabilities to aid in this search, and anexplicit representation of reasons for why it assumes an algorithm is appropriateor inappropriate to a particular region, the system notably does not incorporateany diagnosis component for analyzing unexpected \low quality" segmentations.If an algorithm were applied to a region and the resulting segmentation were ofunexpectedly low quality, the framework would not parallel IPUS and attempt todiagnose the discrepancy and exploit this information to reformulate the algorithmsearch but would select the next highest rated algorithm from the original search.In the same category as GOLDIE is TraX [5], a system for interpreting im-age frame sequences. Although its design was driven by the goal of supportingmultiple, concurrent object descriptions, the system incorporates some conceptssimilar to those in our formulation of the IPUS architecture. The system sup-ports detection of deviations from expected measurements and determination ofthe possibility that these deviations might have resulted from processing techniquesinappropriate to the current context. In a manner similar to conict discrepancydetection in IPUS, TraX compares higher-level expectations from previous framesagainst its segmentation SPAs' outputs for the current frame. In contrast to theIPUS architecture speci�cation, however, TraX does not use models derived froman underlying theory for its SPAs to inform the discrepancy detection and diag-nosis processes. It relies instead on empirically derived statistical performancemodels for the segmentation algorithms. While TraX allows for the use of di�erentSPAs for di�erent contexts, it does not support the adaptation of SPAs' controlparameters for di�erent contexts.Bell and Pau [1, 2] formalize the search for processing parameter values in21



numeric-level image understanding algorithms in terms of the Prolog language'suni�cation and backtracking mechanisms. They express SPAs as predicates de�nedon tuples of the form (M;p1; . . . ; pn), where M represents an image pattern andthe p's represent SPA control parameters. These predicates are true for all tupleswhere M can be found in the SPA output when its control values are set to thetuple's p values. Prolog's uni�cation mechanism enables these predicates to be usedin both goal-directed and data-driven modes. In a goal-driven mode,M is speci�edand some of the parameters are left unbound. The uni�cation mechanism veri�esthe predicate by iteratively binding the unspeci�ed parameters to values from apermissible value set, applying the SPA, then checking if the pattern is found. Ina data-driven mode, M is not bound and the parameter values are set to thoseof the front-end processing. M is then bound to the SPA results. The methodrelies on Prolog's backtracking cuts [21] to limit parameter-value search. A cutis a point in the veri�cation search space beyond which Prolog cannot backtrack.This reliance on a language primitive makes it di�cult to explicitly represent (andtherefore to reason about) heuristic expert knowledge for constraining parameter-value search as can be done in IPUS's reprocessing component. The cut mechanismalso does not permit the use of formal diagnostic reasoning to further constrainparameter-value search based on the cause of an SPA predicate failure.Research in active vision and robotics has recognized the importance of tracking-oriented front-end SPA recon�guration [43], and tends to use a control-theoreticapproach for making recon�guration decisions. It is indeed sometimes possible toreduce the recon�guration of small sets of front-end SPAs to problems in linearcontrol theory. In general, however, the problem of deciding when an SPA (e.g., aspecialized shape-from-X algorithm or an acoustic �lter) with particular parametersettings is appropriate to a given environment may involve nonlinear control or beunsolvable with current control theory techniques.It is important to clarify the relationship between the IPUS approach andthe classic control theoretic approach [42]. Control theory uses stochastic-processconcepts to characterize signals, and these characterizations are limited to prob-abilistic moments, usually no higher than second-order. Discrepancies betweenthese stochastic characterizations and an SPA's output data are used to adapt fu-ture signal processing. In contrast, the IPUS architecture uses high-level symbolicdescriptions (i.e., interpretation models of individual sources) as well as numericrelationships between the outputs of several di�erent SPAs to characterize signaldata. Discrepancies between these characterizations and SPAs' output data areused to adjust future signal processing. Classic adaptive control should thereforebe viewed as a special case of an IPUS architecture, where the interpretation mod-els are described solely in terms of probabilistic measures and low-level descriptionsof signal parameters. 22



6 The IPUS Acoustic Interpretation TestbedThis section presents an acoustic interpretation testbed that we designed to exper-imentally examine the behavior of an IPUS-based system. The testbed runs on aTI Explorer II+ and is implemented in approximately 1400Kb of source code. AllSPAs are implemented in software. Figure 5b shows the IPUS architecture's real-ization in this testbed. The testbed description is divided into two parts. In the�rst part we describe how each of the generic IPUS components was instantiatedin the testbed. The second part describes the testbed's acoustic domain knowledgeas background for understanding the trace in Section 7.2.6.1 Instantiated IPUS ComponentsAs we describe the testbed KSs, note that our KS algorithm descriptions are onlyintended as instances of algorithms that can implement the components. Forexample, the testbed's actual discrepancy diagnosis algorithm will be seen to bemeans-ends analysis using di�erence operators to encode the distortions implied byFourier theory SPA processing models. Other algorithms using rules or case-basedreasoning or qualitative models to apply the SPA processing models could havebeen used, as long as they provided the same diagnostic functionality.6.1.1 Discrepancy DetectionThe task of detecting discrepancies is distributed among all the knowledge sourcesresponsible for interpreting correlates or lower-level interpretations as higher-levelconcepts. When executed, each such KS checks to see if any support is availablefor a higher-level concept. If none can be found, or if only partially supportivedata is available, the KS will record this as a SOU (see Section 4.3) in the problemsolving model, to be resolved at the discretion of the focusing heuristics. At theend of each data block's numeric signal processing, a fault discrepancy detectionKS is executed to check if SPA outputs are consistent with each other. Again,when discrepancies are found, SOUs are posted in the problem solving model. Thebasic SOU types de�ned in the RESUN framework are:� partial evidence { Denotes the fact that there is incomplete evidence forthe hypothesis.� possible alternative support { Denotes the possibility that there maybe alternative evidence that could play the same role as a current piece ofsupport evidence. 23



� possible alternative explanation { Denotes the possibility that there maybe alternative explanations for the hypothesis.� alternative extension { Denotes the existence of competing, alternativeversions of the same hypothesis.� negative evidence { Denotes the failure to be able to produce some par-ticular support evidence or to �nd any valid explanations.In the integration of the IPUS and RESUN frameworks, an important issueis the relationship between the SOUs associated with various hypotheses and thediscrepancy descriptions generated by the discrepancy detection process. Our ar-chitecture uses the following relationships:1. Conict-type Discrepancies and SOU's. Conict-type discrepancies oc-cur when signal processing output data does not match expectations. Whenan expectation is �rst posted, it has no supporting evidence because none hasbeen searched for yet. To reect this fact, the expectation is annotated witha PARTIAL SUPPORT SOU, which is a partial evidence type of SOU. To re-solve this uncertainty, IPUS searches for evidence matching the expectations.If any portion of the expectation is unmatched after supporting evidence hasbeen sought, a conict discrepancy is raised for that expectation. When aconict discrepancy is detected, a SUPPORT EXCLUSION SOU, a negativeevidence type of SOU, is attached to the expectation.2. Fault-type Discrepancies and SOU's. Fault-type discrepancies arisewhen two di�erent signal processing algorithms produce conicting hypothe-ses about the same underlying signal data. In such cases, a composite hypoth-esis is created that is a copy of the more reliable of the two data hypothesesand is considered to be an extension of that hypothesis. A link labeled witha negative evidence SOU (in particular, a SUPPORT LIMITATION SOU,which indicates that support for a hypothesis is limited until results of fur-ther processing are obtained) connects the less reliable hypothesis to thecomposite hypothesis.3. Violation-type Discrepancies and SOU's. A violation-type discrepancyoccurs when signal processing output data violates the a-priori known charac-teristics of the entire class of possible input signals in the application domain.When such an output data hypothesis is posted on the interpretation black-board, a CONSTRAINT SOU, a negative evidence type of SOU, is attachedto it. This SOU contains a description of the violated condition.24



In addition to the discrepancy detection components of the interpretation KSs(that perform conict discrepancy detection), the testbed contains KSs for faultdiscrepancy detection and violation discrepancy detection.The actual comparisons implemented in the testbed discrepancy detection com-ponents were derived from an inspection of the SPAs available to the testbed de-signers and the context-dependent and context-independent features these SPAs'correlates could support.6.1.2 Discrepancy DiagnosisThe discrepancy diagnosis KS is designed to take advantage of the fact that theSPA processing models from an environment's signal processing theory can predicthow SPA output will be distorted if the SPA is misapplied. Refering back to aprevious example, assume that an STFT with an analysis window of W samplepoints is applied to a signal sampled at R samples per second. If the signal camefrom a scenario containing frequency tracks closer than R=W Hz, Fourier theorypredicts that the tracks will be merged in the STFT's computed correlates.Our testbed instantiation of the diagnosis component models this knowledgein a database of formal distortion operators. When applied to an abstract descrip-tion of anticipated or computed correlates, an operator returns the descriptionmodi�ed to contain the operator's distortion. The KS uses these operators ina means-ends analysis framework incorporating multiple abstraction levels and averi�cation phase [37] to \explain" fault, violation, and conict discrepancies. TheKS takes two inputs: an initial state representing anticipated correlates and agoal state representing the computed correlates. The formal task of the KS is togenerate a distortion operator sequence mapping the initial state description ontothe goal state description. Figure 6 illustrates the formal operator de�nition ofthe previously described frequency resolution distortion that the STFT SPA datacorrelates can be subject to, as well as its use in a short explanation.The KS's search for an explanatory distortion operator sequence is iterativelycarried out using progressively more complex abstractions of the initial and goalstates, until a level is reached where a sequence can be generated using no moresignal information than is available at that level. Thus, the KS mimics expert di-agnostic reasoning in that it o�ers simplest (shortest) explanations �rst [41]. Oncea sequence is found, the KS enters its verify phase, \drops" to the lowest abstrac-tion level, and checks that each operator's pre- and post-conditions are met whenall available state information is considered. If veri�cation succeeds, the operatorsequence and a diagnosis region indicating the signal hypotheses involved in thediscrepancy are returned. If it fails, the KS attempts to \patch" the sequence by�nding operator subsequences that eliminate the unmet conditions and inserting25



Distortion Operator Definition
Microstream Frequency Resolution
Preconditions: 
  1) N expected microstreams within a frequency region
       SAMPLE-RATE/WINDOW-LENGTH Hz wide.
  2) At most one microstream is detected in that region.

Result:
  1) Remove N microstreams, replace with one having
      energy = sum of N expected microstreams, and
       frequency-range = region in precondition 1.

Operator Application

INITIAL STATE
(expected)
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(observed)

(MICROSTREAM-FREQUENCY-RESOLUTION)

DISTORTION OPERATOR LIST
(explanation)

Hz

Time

Hz

TimeFigure 6: Microstream Frequency Resolution Operator from the Acoustic InterpretationTestbed. When applied to a state, the operator replaces each set of expected micro-streams whose members are closer than SAMPLE-RATE/WINDOW-LENGTH with asingle microstream, reecting the resolving limits associated with the current value ofWINDOW-LENGTH. In the short example illustrated, this operator e�ectively reducesthe di�erences between the expected state and the observed state.them in the original sequence. If no patch is possible, and no alternative explana-tions can be generated, the involved signal hypotheses are annotated with an SOUwith a very negative rating. Figure 7 outlines the plan-and-verify strategy of thediagnostic process.An issue not addressed in earlier work [37] that arose in the development ofIPUS is the problem of inapplicable explanations. Sometimes the �rst explana-tion o�ered by the KS will not enable the reprocessing mechanism to eliminatea discrepancy. In these cases, the architecture's control framework (expressed ascontrol plans) permits reactivation of the diagnostic KS with the previous expla-nation supplied as one that must not be returned again. To avoid repetition of thesearch performed for the previous explanation, the KS stores with its explanationsthe search-tree context it was in when the explanation was produced. The KS'ssearch for a new explanation begins from that point.The discrepancy diagnosis KS's output is also used to modify expectations forhow future support evidence should appear under the current parameter settings.Each distortion operator contains a logical \support speci�cation" of how data thatis expected can appear distorted when processing parameters take on the current26
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stage, and a description of the discrepancies present between the input and outputsignal states. The situation assessment phase uses case-based reasoning to gen-erate multiple reprocessing plans, each of which has the potential of eliminatingthe hypothesized distortions present in the current situation. Plans for eliminatingvarious categories of distortions are stored in a knowledge base. Figure 9 showsthe de�nition for one reprocessing plan schema from our acoustic interpretationtestbed. This reprocessing plan's role is to extract a short high-energy contourwhich was missed by the front-end STFT instance but whose presence was indi-cated by the front-end's time-domain energy tracker.
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(CONTOUR-1(state :name faulty:hyp-type contour:hyp =x)(state :name faultless:hyp-type contour:hyp =y)(operator-sequence (STFT-TIME-RESOLUTION))(discrepancy:type fault:name MISSING-STFT-CONTOUR-PRESENT-TD-CONTOUR:level contour:duration =x1:energy =x2:frequency =x3:expected-region =z)--> (reprocessing-plans((reprocessing-plan:input-variables (:faulty-hyp =x:faultless-hyp =y:expected-region =z):parameters (*STFT-OVERLAP**WINDOW-LENGTH**STFT-PEAK-ENERGY-THRESHOLD*):parameter-changes((lambda (p) (/ p 8))(lambda (p) (/ p 4))(lambda (p) 0.9)):primitive-plans (delete-all-reprocessing-unitsreprocess-spectra-for-contoursreprocess-contours):goal-condition (contours-present?)))))Figure 9: The de�nition for a reprocessing plan from the acoustic interpretation testbedto handle the distortion-operator sequence (CONTOUR-TIME-RESOLUTION). Theplan speci�es that on each iteration of the primitive plan list, the STFT-OVERLAP andWINDOW-LENGTH parameter values are divided by 8 and 4, respectively, while theSTFT-PEAK-ENERGY-THRESHOLD parameter value is maintained at 0.9. At theend of each iteration, the goal-condition CONTOURS-PRESENT? is tested for. Thisgoal requires that the sought high-energy contour appear.29



parameter value outside of its prespeci�ed range, the plan is considered to havefailed.When failure is indicated, the discrepancy diagnosis process can be re-invokedto produce an alternative explanation for the distortions present in the original sig-nal data. If no alternative explanation is available (i.e., the diagnostic knowledgesource fails to �nd another distortion operator sequence), an IPUS-based systemannotates the hypothesized features involved in the discrepancy with SOUs indi-cating low con�dence due to unresolvable discrepancies. These SOUs' e�ects onthe features' con�dence levels are then propagated to object interpretations basedon those features, causing their existence to be disbelieved more strongly.6.1.4 Di�erential DiagnosisIn the course of processing signal data, IPUS-based systems will encounter signalsthat could support several alternative interpretations. We include the di�erentialdiagnosis KS to produce reprocessing plans that will enable the system to prunethe interpretation search space when ambiguous data correlates are encountered.Its input is the ambiguous data's set of alternative interpretations, and its outputis a triple containing:1. the time region in the signal data to be reprocessed2. the support evidence (veri�cation goals) that must be found for each inter-pretation3. the set of reprocessing plans and parameter values proposed for revealing thedesired support evidence.Our implementation of this KS uses the following strategy. The KS �rst com-pares the interpretation hypotheses to determine their overlapping regions. Anyobserved evidence in these regions is labeled \ambiguous". The KS then deter-mines the hypotheses' discriminating regions (e.g., Hyp1, and no other hypothesis,has a microstream at 2000 Hz). For each discriminating region where no evidencewas observed, the KS posits an explanation for how the evidence could have goneundetected, assuming the hypothesized source was actually present. Using theseexplanations as indices into a plan database, the KS retrieves reprocessing plansand parameter values that should cause the missing evidence to appear. At thispoint the ambiguous evidence is considered. The KS seeks for multiple signalstructures within each overlapping region (e.g., a region that contains data thatcould support one microstream of a hypothesis or two microstreams of anotherhypothesis), and selects processing plans to produce data with better structuralresolution in the regions of overlap. 30



If the missing-evidence processing plan set and the ambiguous-evidence planset intersect, the intersection forms the third element of the output triple. If theintersection is empty, the missing-evidence plan set forms the third element of theoutput triple. Finally, if the missing-evidence plan set is empty, the ambiguous-evidence plan set is returned. The rationale behind this hierarchy of plan setpreference is that this ordering will return the most likely plans for producing evi-dence that could eliminate interpretations from further consideration. The regionof mutual temporal overlap for the alternative hypotheses de�nes the reprocessingtime region in the output triple, and the ambiguous and missing data that is han-dled by the reprocessing plan set de�nes the support evidence in the output triple.The output triple's reprocessing plan is then executed as in the reprocessing KSuntil either the parameter-value limits are exceeded or at least one of the pieces inthe support evidence set is found after a reprocessing. Figure 10 depicts a typicalexecution for the testbed di�erential diagnosis KS.We should note that the explanatory reasoning performed in the di�erentialdiagnosis KS for missing evidence is primitive compared to that available in thediscrepancy diagnosis KS; there is not a rich set of explanations available. Onlysimple single-operator distortions like loss of low-energy components due to en-ergy thresholding are considered. This design is justi�ed because the di�erentialdiagnosis KS's role is to trigger reprocessing that quickly prunes large areas ofunderconstrained interpretation spaces, without preference for any particular inter-pretation. On the basis of this speci�cation, it is not appropriate to devote timeconsuming, sophisticated reasoning to the generation of missing-evidence explana-tions. For related reasons, the di�erential diagnosis KS does not return supportspeci�cations that reduce the quality-level required for future evidence. The KS'sshallow explanations generated for �nding contrasts within a set of several sourcesmight not justify the acceptance of lower quality evidence for a single source fromthat set.In cases where an IPUS system prefers a particular interpretation over alter-natives, and needs an explanation for why the interpretation is missing certainsupport, it will make use of the discrepancy diagnosis KS, with the initial statereecting the preferred interpretation.
31
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Figure 10: A owchart for the IPUS di�erential diagnosis KS and its execution ina typical acoustic scenario. In this example a database query returns more than onesound model whose frequency components overlap the observed data in the [1200; 1220]Hzregion. For each model, the IPUS system posts an interpretation hypothesis supported bythe observed data. In the problem-solving model, an ALTERNATIVE-EXPLANATIONSOU is recorded for each hypothesis. These SOUs are left unresolved until selected bythe system's focusing heuristics. 32



6.2 Testbed Domain KnowledgeThe testbed consists of a blackboard with eight evidence abstraction levels, KSs forthe primary IPUS components and for inferring hypotheses between di�erent ab-straction levels, an acoustic source library, and control plans. The testbed versiondescribed in this paper is called con�guration C.1.3Figure 11 describe the information represented in the evidence abstractions.At the lowest level are waveform segments derived from the input waveform. Eachsegment is a collection of points to which some SPA will be applied. Time-domainstatistics such as zero-crossing density, average energy, etc, are also maintained forsegments. The second level consists of spectral hypotheses derived for each wave-form segment through Fourier-Transform-based algorithms such as the STFT andWigner-Distribution [13] algorithms. The third level consists of peak hypothesesderived for each spectrum and is used to support narrow-band features of sounds.The fourth level consists of contour hypotheses, each of which corresponds to agroup of peaks whose time indices, frequencies, and amplitudes represent a contourin the time-frequency-energy space with uniform frequency and energy behavior.The �fth level contains microstream hypotheses supported by one contour or asequence of contours. Each microstream has an energy pattern consisting of an at-tack region (signal onset), a steady region, and a decay (signal fadeout) region. Inthe sixth level we represent noisebeds as wideband frequency regions supported byregions within spectra. Noisebeds represent the wideband component of a soundsource's acoustic signature. Usually microstreams form \ridges" on top of noisebed\plateaux," but not every noisebed has an associated microstream. Groups of mi-crostreams and noisebeds synchronized according to time and/or other psychoa-coustic criteria such as harmonic frequency sets support stream hypotheses in theseventh level. Bregman [7] provides a highly detailed account of various psychoa-coustic streaming processes. At the eighth level, sequences of stream hypothesesare interpreted as sound-source hypotheses.Sources are represented in the source database by an acoustic grammar speci-fying microstream and noisebed frequency ranges and permissible ranges of energyrelationships among microstreams and noisebeds within source streams. The gram-mar also speci�es the permissible range of durations for each source's microstreamsand streams, and the stream sequences and periodic patterns that characterize thesource.3Con�guration C.2 is currently under development as a platform for exploring approximateprocessing and scaling issues. 33
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7 Acoustic Interpretation Testbed OperationIn this section we provide a detailed analysis of the acoustic interpretation testbed'sbehavior as it interprets the waveform data from an acoustic scenario constructedfrom real-world, narrowband signals. By showing the IPUS components' func-tionality and their use of formal relationships between signal characteristics andSPA parameters, the example illustrates the important role that a formal theoryof signal processing can play in signal interpretation.7.1 Scenario OverviewFigure 12a shows the time-domain waveform (sampled at 8KHz) provided to thetestbed, while Figure 12b shows how the sources in the scenario would appearusing context-appropriate processing. Phone-Ring and Siren-Chirp are 1.2 timesas energetic as Buzzer-Alarm, and Glass-Clink is an impulsive source 3.0 timesas energetic as Buzzer-Alarm. Figure 12c shows how the events are distorted whenthe testbed's initial front-end con�guration is applied throughout the scenario.The testbed was initially con�gured to interpret waveform data in 1.0-secondblocks, and to identify quickly any occurrences of Siren-Chirp. In particular, thesystem's SPA parameters were set to detect Siren-Chirp's steady-energy behavior:FFT-SIZE: 512The number of uniformly-spaced frequency samples computed for each Short-Time Fourier Transform (STFT) analysis window position.WINDOW-LENGTH: 512The number of data points to which each FFT in the STFT algorithm isapplied (� FFT-SIZE).DECIMATION: 512The number of points between consecutive STFT analysis window positions.The value was set to 512 to permit the fastest possible processing of the data.PEAK-THRESHOLD: 0.09Spectrum points with energy below this value are rejected by the peak-pickingalgorithm.For processing this example, the testbed's source database was loaded withmodels for the �ve narrowband sources shown in Figure 13. In the �gure thesources' frequency components are labelled by single-frequency values only forclarity; the formal source de�nitions have frequency ranges speci�ed for each com-ponent. 35
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SPA's output. The STFT SPA produces short contours that cannot support theexpected microstreams for Phone-Ring because of inadequate frequency samplingin the region. Both discrepancies are resolved by reprocessing. The �rst discrep-ancy is resolved through reprocessing with a smaller DECIMATION value andsmaller STFT intervals, while the second is resolved through reprocessing with the�ner frequency sampling provided by a 1024 FFT-SIZE.In block 3, Siren-Chirp's attack interacts with the poor time-resolution of theSTFT SPA to produce a set of widely-separated short contours that the testbedcannot immediately interpret as the attack portion of microstreams. In block 4,however, the testbed uses the discovery of Siren-Chirp's steady region as thebasis for re-interpreting block 3's short contours as evidence for the sound's attackregion.7.2 Testbed TraceThe following is a high-level trace of the signi�cant events that occurred as thesystem processed the signal in Figure 12a.7.2.1 BLOCK 1� Bottom-Up Processing: The testbed focusing heuristics specify that spec-tral information be gathered for the input waveform sampled during block 1.It is processed by a KS representing the STFT signal processing algorithmand a KS that uses a time-domain algorithm for estimating waveform energyas a function of time. Continuing in a data-driven manner, the spectra peaksproduced are grouped by similar frequency and energy into contours.� Seek Evidence for Current Expectations: The focusing heuristics nextdirect the testbed to act upon current high-level expectations and search forsupport evidence. In deciding what evidence to examine �rst, the heuristicschoose to look for any evidence in the steady-phase frequency regions of high-priority sources (Siren-Chirp in this case). No contours are found in theseregions. At this point in the experiment, there are no other explicit sourceexpectations.� Drive Unexplained Data to Higher Levels: Contours in the [1460; 1480]and [2530; 2550] Hz regions are used to support microstream hypotheses.These in turn are used to support a Buzzer-Alarm source hypothesis. How-ever, support for Buzzer-Alarm's third microstream is not found in the peak-picker's correlates, causing a conict discrepancy SOU to be posted with thesource. 38



� Discrepancy-Detection: The testbed uses the heuristic that short contours4should not be used as microstream evidence. Because the block has a largenumber of short contours relative to the total number of contours detected,the testbed performs discrepancy detection to determine if there are tightshort-contour clusters that could indicate distorted sources. The system�nds such a cluster in the [420; 500] Hz range, and then queries the sourcedatabase to �nd a source hypothesis to explain the cluster. Phone-Ring andCar-Horn are retrieved because at least one of each source's frequency com-ponents overlaps the cluster. Therefore the testbed posts both sources asalternative explanations for the contour cluster. This use of short contoursin place of long contours to support interpretations raises a violation discrep-ancy, since the a priori expectation that sources are indicated only by longcontours is violated.� Handle Selected Uncertainties: At this point four SOUs have beenposted: one each for the violation discrepancies associated with Phone-Ringand Car-Horn being supported by a cluster, one for the uncertainty associ-ated with the existence of competing interpretations for the same cluster, andone for Buzzer-Alarm's missing microstream. The focusing heuristics electto resolve the uncertainty associated with the alternative explanations. Fordoing this, the control plans specify a strategy of �rst performing di�erentialdiagnosis and using its results to guide data reprocessing.1. Di�erential Diagnosis: The di�erential diagnosis KS determines fea-tures of the two sources that should be searched for in the signal databecause their presence or absence will permit di�erentiation betweenthe alternatives. In this case the KS selects the low-energy, 900 Hz mi-crostream of Car-Horn and the number of microstreams in the [420; 500]Hz region for each source (Phone-Ring has 3, Car-Horn has 1) as dis-criminating features. It speci�es that a lower energy-threshold be usedto attempt to \bring out" Car-Horn's low-energy microstream at 730Hz. To attempt to �nd Phone-Ring's three microstreams, it speci�esan FFT-SIZE value of 1024 to increase the frequency sampling in the[420; 500] Hz region. Note that the testbed at this time is not commit-ted to either interpretation, nor to the possibility that both sources arepresent. Any decisions will wait for the results of reprocessing.2. Di�erential Reprocessing: The reprocessing KS is executed and thesought-after Car-Hornmicrostreams are not found. However, three well-4Contours having between 1 and 3 peaks. Short contours could be the result of random noise,and the system should apply as little computing time as necessary to the processing of noise.39



de�ned contours are found in the [420; 500] Hz range that can supportPhone-Ring's microstreams. Therefore Phone-Ring's belief is increased,while Car-Horn's belief is decreased. Car-Horn's belief level is very lowat this point and is no longer considered as a signi�cant alternative ex-planation for the original stream hypothesis. Note that this reprocessingopportunistically resolves not only the competing-interpretation uncer-tainty, but also Phone-Ring's violation-discrepancy uncertainty.� Handle Selected Uncertainties: (continued) Focusing heuristics nowselect the conict discrepancy SOU of Buzzer-Alarm's missing microstreamfor resolution. This is handled through calling the discrepancy diagnosis KSand executing a reprocessing plan based on its explanation.1. Discrepancy Diagnosis: The diagnosis KS produces the explanation(MS-ENERGY-THRESHOLDING) for the discrepancy. That is, peak-picker SPA's PEAK-THRESHOLD parameter has a value too high todetect enough peaks to generate long contours for the microstream.2. Discrepancy Reprocessing: The reprocessing KS uses the explana-tion to decide to reprocess spectra from the entire block with a peak-picker SPA having a reduced PEAK-THRESHOLD value of 0.04. Thisproduces seven peaks in the [3750; 3770] Hz region, which create asigni�cant-length contour. This contour's existence resolves the con-ict discrepancy. Buzzer-Alarm's 3760 Hz microstream is annotatedwith a support speci�cation that indicates that very short (one peak)contours or none at all are acceptable evidence as long as the PEAK-THRESHOLD value is higher than 0.04.� De�ne Expectations: Because Phone-Ring's description indicates that itssteady region is approximately 1.7 seconds long, and at most 1.0 secondhas been found, an explicit expectation for Phone-Ring's microstreams isposted for block 2's time period. Explicit expectations for the continuationof Buzzer-Alarm's microstreams are also posted for block 2.7.2.2 BLOCK 2� Bottom-Up Processing: Bottom-up processing creates spectra and con-tours for block 2. Glass-Clink emits a high-energy, short-duration (0.12sec) signal burst. The time-domain algorithm detects a sharp increase fol-lowed by a sharp decrease in signal energy, whereas the STFT producedno peaks to generate a signi�cant-length contour that started and stopped40



around the times indicated by the signal-energy shifts. The testbed controlplans were designed to perform fault discrepancy detection immediately afterbottom-up signal processing is completed. This causes a fault discrepancy tobe detected between the time-domain energy monitoring algorithm and theSTFT algorithm.� Seek Evidence for Current Expectations: Since the duration of the faultdiscrepancy indicates that it is not related to Siren-Chirp,5 the focusingheuristics act on Siren-Chirp's priority and decide to examine data foundin the source's expected frequency regions. No contours are found in theseregions.� Handling Selected Uncertainties: The testbed's focusing heuristics se-lect fault-type SOUs for resolution before the control plans apply any inter-pretation KSs that might handle frequency regions a�ected by fault discrep-ancies. Thus, before the components of any non-priority expected sourcesare searched for, the fault discrepancy is selected for handling by the focusingheuristics. For this SOU, the control plans specify a strategy that executesdiscrepancy diagnosis followed by reprocessing.1. Discrepancy Diagnosis: The diagnosis KS explanation for the faultdiscrepancy is (CONTOUR-TIME-RESOLUTION). That is, the STFTdecimation is too high to detect enough peaks to generate contours ofsigni�cant length to account for the signal energy increase.2. Discrepancy Reprocessing: The reprocessing KS uses the explana-tion to decide to reprocess data from the 0.09-second time region (notthe entire block) with an STFT SPA having a 256-point WINDOW-LENGTH, a 512-point FFT-SIZE, and a 192-point DECIMATION.This produces four peaks in the [2230; 2240] Hz region, which createa signi�cant-length contour. This contour's existence resolves the faultdiscrepancy.� Seek Evidence for Current Expectations: At this point, the focusingheuristics decide to gather evidence for explicit source expectations. Con-tours found in the expected regions of Buzzer-Alarm support that source'spersistence into block 2. Note that when support for a source's microstreamsis found, it is immediately propagated through the higher evidence levels(microstream and stream) to the source level. As happened in block 1, thefront-end processing parameters produce a cluster of short contours in the5Siren-Chirp's duration is much longer than the fault's.41



[420; 500] Hz range. The testbed's short-contour heuristic leads to a lack ofsupport for the persistence of Phone-Ring's microstreams into block 2.� Discrepancy Detection: The testbed checks for conict and violation dis-crepancies. The lack of support for Phone-Ring's microstreams raises a con-ict discrepancy.6 No violation discrepancies are found.� Handle Selected Uncertainties: (continued) The focusing heuristicsselect the conict SOU in Phone-Ring's three microstreams for resolution.Control plans specify a strategy of discrepancy diagnosis followed by repro-cessing.1. Discrepancy Diagnosis: The discrepancy detection KS returns theexplanation (COARSE-FREQUENCY-SAMPLING); the STFT anal-ysis was done with inadequate frequency sampling, causing the threemicrostreams to appear as the contour cluster actually observed. TheKS also returns a support speci�cation that in the next block under thesame initial parameter settings, Phone-Ring's microstreams will appearlike the contour cluster again. In this scenario the support speci�cationwill not be useful, however, since based on Phone-Ring's maximumpossible duration the microstreams should not extend into block 3.72. Discrepancy Reprocessing: The reprocessing KS acts upon the di-agnosis explanation and retrieves a processing plan directing that thedata be reprocessed up to the microstream level of abstraction withan FFT-SIZE value of twice the original (2 � 512 = 1024 in this case).The doubling of FFT-SIZE provides �ner frequency sampling in thespectra produced by the STFT algorithm. After one iteration of thisplan, the desired microstreams are found, and their expectations in thenext block are annotated with the discrepancy diagnosis KS's scenario-speci�cation.� Drive Unexplained Data to Higher Levels: The 0.12-second contour isfound to match Glass-Clink's characteristics. A hypothesis for the sourceis therefore posted.6Remember that di�erential diagnosis does not annotate hypotheses with support speci�ca-tions (see section 6.1.4). Thus, Phone-Ring's microstreams do not have speci�cations to preventthe testbed from registering the contour cluster as a distortion.7A shortcoming of con�guration C.1 is that support speci�cations are not propagated acrossperiodic streams. Thus, the support speci�cation will not even be useful for any future rings.We are correcting this problem in con�guration C.2.42



� De�ne Expectations: Because Buzzer-Alarm's model indicates that itssteady behavior could continue for 3 to 28 more seconds, an explicit expecta-tion for its continuation is posted for Block 3's time period. No expectationfor Phone-Ring is posted because its model speci�es a maximum duration of1.7 seconds.7.2.3 BLOCK 3� Bottom-Up Processing: Block 3's signal data is now processed. Bottom-up processing culminates in the creation of contours.� Seek Evidence for Current Expectations: Siren-Chirp's frequencyregions are examined for contours. Some short contours are present in thisblock from the source's attack phase, but because the testbed �rst recognizessources by steady characteristics (due to their more predictable behavior),their presence does not cause the creation of a Siren-Chirp source hypothe-sis. Contours extending source Buzzer-Alarm's microstreams are sought forand found.� Drive Unexplained Data to Higher Levels: Because of their shortlengths, the contours caused by Siren-Chirp's attack phase are not selectedto hypothesize the existence of any microstreams. They are simply labeledas possible-noise data. These contours are spread across a wide frequencyregion. Therefore, the violation-detection clustering algorithm does not �ndany high-density cluster to justify raising a discrepancy.� De�ne Expectations: An expectation for Buzzer-Alarm's microstreamsto continue into block 4 is posted.7.2.4 BLOCK 4� Bottom-Up Processing: Block 4's signal data is now processed. Bottom-up processing culminates in the creation of contours.� Seek Evidence for Current Expectations: The testbed �rst searchesSiren-Chirp's frequency regions for contours. Contours supporting thesource's steady region are detected, and a source hypothesis is posted. Thetestbed also �nds contours to support Buzzer-Alarm's microstreams.� Handle Selected Uncertainties: Because its attack region is unsupported,Siren-Chirp's con�dence level is low. Due to Siren-Chirp's priority, the43



focusing heuristics decide to resolve this missing-support SOU. The con-trol plans specify a strategy of accepting sets of short contours that reectthe slope of the chirp when grouping peaks into contours. No diagnosisis performed; the reprocessing is simply a context-dependent interpretationstrategy for detecting chirps when their presence is suspected.1. Reprocessing: To �nd \enough" (60% in this case) of Siren-Chirp'sattack region, the testbed must search back into block 3 and reinter-pret the previously-detected but unrecognized short contours as validattack-region contours. Siren-Chirp's attack region and its chirp char-acteristics are identi�ed in the previous block's signal data8. At thispoint Siren-Chirp is determined to be present with high con�dence.At the end of the scenario the testbed had recognized all the sounds and hadtracked at least 85% of each sound's duration. There were no false-alarm soundhypotheses. However, there was one false-alarm discrepancy, which, for purposesof clarity, was omitted from the trace. In block 3 the testbed's fault-detectionclaimed that another discrepancy between the STFT and energy-estimator outputshad occurred. The focusing heuristics did select the associated SOU for handling,but in the course of reprocessing in the same manner as in block 2, no new peakswere found. Thus, the discrepancy was disproven.This detailed trace shows how the architecture components can implement adual search to �nd (1) SPAs appropriate to a scenario with real-world sounds and(2) interpretations appropriate to the SPAs' correlates. The components' activa-tion rates in the trace should not, however, be taken as a measure of their individualutilities in the problem of complex signal interpretation. To determine these utili-ties, our current work is focused on developing two statistical models. One relatesacoustic scenario complexity to distortion rates, and the other relates distortionrates to architecture component activation rates. It is our hope that these modelsnot only will determine each IPUS component's utility for various classes of sce-narios but also will generate recognition-rate benchmarks for perceptual systemsthat do not use various IPUS components.8 IPUS and SPA DesignTraditionally the focus in SPA design has been to develop SPAs that extract, asprecisely as possible, all details of the desired information from the input signals.8In the current implementation, signal data from the current block and the 2 most recentblocks are bu�ered. Future con�gurations will have this bu�ering governed by a parameter.44



The motivation for this design paradigm has been that such SPAs could provideprecise information that would e�ciently constrain interpretation search and pro-duce interpretations with low uncertainty. This strategy is appropriate provided itcan be guaranteed that the signal understanding system will not encounter signalswhich violate the underlying assumptions made in the design of those SPAs. Thispremise, however, does not appear appropriate for perceptual systems operatingin complex environments [16]. Since in such domains the SPA assumptions willoften be violated, it seems unreasonable to devote computational resources to theextraction of detailed and precise information that is likely to be misleading.The IPUS architecture has important implications for SPA design because it en-courages the development and application of fast, highly specialized, theoreticallysound SPAs for reprocessing in appropriate contexts. IPUS provides a frameworkfor using such SPAs in strategies where the initial signal processing sacri�ces detailand precision, which are then sought during the signal re-processing phase when abetter assessment of the signal environment is available. The advantage of sacri�c-ing precision and detail in the initial signal processing is two-fold; the initial signalprocessing can be more computationally e�cient and the discrepancy detectionfollowing it is not encumbered by needless quantities of detail.In the course of our own research on the acoustic interpretation testbed, we havedeveloped a novel algorithm [33] for computing an approximation to the STFT.This approximation retains the major features in the regular STFT output but itscomputation requires essentially no multiplications (a major part of regular STFTcomputation) and signi�cantly fewer additions than the regular STFT.9 Future ResearchIn addition to our work on designing new SPAs and on developing statistical rela-tionships among scenarios, distortion rates, and IPUS components' e�ectiveness,we are extending our testbed's control plans to explore the issue of scaling. Specif-ically, we are investigating the use of approximate processing and model-learning.In con�guration C.2, which is currently under development, the testbed controlplans have been changed to accomodate a larger library of 35 real-world soundswith more complicated structure. The strategies in the new control plans stillrely on the basic IPUS framework but now incorporate more goal-directed pro-cessing of microstreams and do not propagate the contour interpretations in abottom-up manner to the microstream level. The processing strategies incorpo-rate approximate-knowledge peak clustering algorithms to constrain source-modelselection.The frequency features of the sound models used in the testbed trace were hand-45



crafted in a time-consuming process. When dealing with environments with largenumbers of signal objects, it will be desirable to automate the model-acquisitionprocess. The construction of these models will require the identi�cation of featuresthat avoid distortions caused by SPAs and/or model interactions as much as pos-sible. Research is being done on incorporating the IPUS reprocessing loop into aframework for learning acoustic source models [3].On initial consideration, it might seem that the time required by multiplereprocessings under IPUS would be unacceptably high in noisy environments.However, because traditional systems continuously sample several front-ends' datawhile IPUS-based systems selectively sample several front-end processings' data,the IPUS paradigm should decrease the expected processing time for contexts re-quiring several independent processing views. We are working on verifying thisclaim.10 SummaryIn this paper we have considered the problem of signal understanding in complexenvironments involving interacting objects which mask and/or distort data cor-relates of their respective features. This implies that during its operation, theperceptual system must continually update, in a context-dependent fashion, whatfeature-set to focus upon and what SPAs to use in order to extract the features'data correlates. It is important to observe that the selection of a particular SPA isdetermined not only by the subset of features whose data correlates are sought, butalso the presence of data unrelated to those features. We have argued that adap-tive selection of features and their corresponding SPAs requires sophisticated butprincipled control of the interactions between the actions of high-level knowledgesources and the actions of SPAs in a signal understanding system. Motivated bythis insight, we have formulated the IPUS architecture for the integrated processingand understanding of signals.IPUS provides a framework for structuring bidirectional interaction betweenthe search for SPAs appropriate to the environment and the search for interpre-tation models to explain the SPAs' output data. The availability of a formalsignal processing theory is an important criterion for determining the architec-ture's applicability to any particular domain. IPUS allows system developers toorganize diverse signal processing knowledge along the lines of formal conceptssuch as SPA processing models, discrepancy tests, distortion operators, and SPAapplication strategies. A major contribution of the architecture is to formalize andunify front-end SPA recon�guration performed for interpretation processes (e.g.di�erential diagnosis) with that performed for data correlate re�nement. under46



discrepancy diagnosis. This results in a single reprocessing concept driven by thepresence of SOUs.Our sound understanding testbed experiments indicate that the basic function-ality of the architecture's components and their interrelationships are realizable.We believe the IPUS architecture is applicable to any signal understanding do-mains for which the SPAs have a rich underlying theory. This view is supportedby the similarities shared between the testbed's acoustic domain theory and thatof many other signal domains such as sonar [39], weather radar [9], music [26], andbiomedical signals [14].In conclusion, we have shown how knowledge from formal signal processingtheory regarding the e�ectiveness of speci�c SPA con�gurations for particular en-vironments can be used to develop a highly adaptive signal understanding archi-tecture. This architecture tightly integrates the search for the appropriate SPAcon�guration with the search for plausible interpretations of the SPA output data.In our opinion, this dual search, informed by formal signal processing theory, isa necessary component of perceptual systems that must interact with complexenvironments.11 AcknowledgmentsWe would like to acknowledge Norman Carver and Izaskun Gallastegi for theirroles in designing and implementing the IPUS architecture's control frameworkand evidential reasoning capabilities; Malini Bhandaru and Zarko Cvetanovi�c fortheir contributions to the testbed's early implementation stages; Erkan Dorkenfor his signi�cant contribution to designing the testbed's SPAs; and RamamurthyMani for his help in creating the acoustic database for testbed experiments.This work was supported by the Rome Air Development Center of the US AirForce Systems Command under contract F30602-91-C-0038, and by the O�ce ofNaval Research under contract N00014-92-J-1450. The content does not necessarilyreect the position or the policy of the Government, and no o�cial endorsementshould be inferred.
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