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ABSTRACT

We discuss two Topic Detection and Tracking (TDT)
event-based information organization tasks: tracking
and first story detection. We show that when a first
story detection system is based upon tracking technol-
ogy, we can expect that performance will be poor. That
prediction is consistent with actual performance in TDT
evaluations. We then show that to achieve high-quality
first story detection, tracking effectiveness must improve
to a degree that experience suggests is unlikely. We con-
clude that effective first story detection is either impos-
sible or requires substantially different approaches.

1. INTRODUCTION

Research into Topic Detection and Tracking (TDT) be-
gan in 1996 with a pilot study [DARPA, 1997, Allan
et al.,, 1998a]. The purpose of the study was to de-
termine the effectiveness of state-of-the-art technologies
toward addressing several event-based information or-
ganization tasks. Because event-based organization is
similar to subject-based organization, most approaches
to the TDT problems, in the pilot study as well as the
following TDT-2 [DARPA, 1999, Papka et al., 1999, Al-
lan et al., 1998b, Yang et al., 1998, Papka, 1999] and
TDT-3 [NIST, 1999] efforts, were derived from or were
very similar to Information Retrieval (IR) methods. We
are interested in two of the tasks for this study:

1. Topic tracking is an analog of the Information
Filtering task in TREC [Voorhees and Harman,
1999]. In Tracking, the system is given a small
number, Ny, of stories that are known to be on
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the same event-based news topic (e.g., Oklahoma
City bombing, earthquake in Kobe, etc.). The sys-
tem then monitors the stream of subsequent news
stories for ones that are on the same topic.

2. The TDT first story detection (FSD) task also
monitors a stream of arriving news stories. In this
case, however, the task is to mark each story as
“first” or “not first” to indicate whether or not it
is the first one discussing a news topic. The sys-
tem provides a score for each story, where a high
score indicates confidence that a story is first.

In order to find out whether current IR technologies
could address the TDT tasks, researchers adopted typ-
ical methodology: they defined the tasks, built training
and test collections, ran a system against them, and
evaluated the results. Though they were able to draw
solid conclusions about the effectiveness of current tech-
nology [Allan et al., 1998a], the TDT efforts have done
little to date to examine whether the performance is
what would be expected of IR approaches, and whether
there are any bounds on effectiveness.

The strong relationship between tracking and filtering
raise the obvious question of whether their effectiveness
is comparable. The slightly different task definitions,
evaluation corpora, and evaluation methodologies make
it somewhat difficult to draw a conclusion in that area.
However, we have shown suggestive evidence elsewhere
[Allan et al., 2000] that tracking effectiveness is approx-
imately what filtering predicts.

In this study, we use a relationship between tracking and
FSD to determine whether or not FSD performance is
as expected. We use measured effectiveness on one task
to predict likely effectiveness on another. It is common
practice in complexity analysis, for example, to show
that since problem A can be used to solve problem B,
if problem B is known to be NP-complete, then A must
be similarly difficult [Garey and Johnson, 1979]. In this
study, we will reduce First Story Detection to tracking
and show that it is almost certainly impossible to realize
an effective FSD system with the approaches typically
used.



This paper is organized as follows. The next section
presents more details about the tasks that we use to il-
lustrate these ideas. In Section 3 we present an overview
of several evaluation measures common in TDT and IR.
In Section 4 we show that the First Story Detection task
of TDT is as effective as we would anticipate, and argue
that only substantially different approaches will improve
it. Conclusions and discussion of future directions for
research follow in Section 5.

2. TRACKING, FILTERING, AND FIRST

STORY DETECTION

We will use two TDT tasks—tracking and first story
detection—in this study. This section discusses each of
those tasks in some detail. We also describe the corpora
that are used for training and evaluation in this study.

2.1 Tracking

The TDT tracking task is fundamentally similar to IR’s
information filtering task [Voorhees and Harman, 2000].
Each begins with a representation of a topic and then
monitors a stream of arriving documents, making de-
cisions about documents as they arrive (without a de-
ferral period). Documents are assigned a score for that
topic and, if the score is high enough, are retrieved. The
specifics of the tasks are slightly different:

e The topic in filtering is a subject-based query. It
is represented by an explicit query, though some-
times is augmented with sample relevant (and non-
relevant) documents. Evaluation is usually done
over many topics, all evaluated on the same set of
documents.

e The topic in tracking is an event-based news topic.
It is never represented by an explicit query, but
only by a small number of training stories (e.g.,
N; = 4) that are known to be on the same topic.
Evaluation in TDT always starts with the story
immediately following the last training story. (‘This
choice has the unusual effect of yielding a differ-
ent evaluation set for every topic.) Unlike TREC’s
filtering task, tracking also requires that scores
across topics be comparable (i.e., a score of 0.75
represents comparable “relevance” no matter which
topic/story pair generates it).

o There is no user feedback after tracking begins.
Systems may adapt based on their “guesses” that
a story is on topic, but they do not get human
confirmation that they were correct.

In this study, we used the TDT-2 corpus, approximately
60,000 news stories running from January through June
of 1998. The stories were either newswire text or closed-
caption quality transcriptions of radio and television
speech.

All parameter tuning for tracking was done using the
first four months of data and evaluation was done on the

final two months. That split corresponds to the devel-
opment/evaluation breakdown used in TDT-2, meaning
that our results can be compared to those of other TDT-
2 sites.[DARPA, 1999] We used 92 topic sets from the
TDT-2 workshop [Cieri et al., 1999], and an additional
92 topic sets that were created for the summer workshop
[Allan et al., 1999b]. 119 of those topics had at least one
on-topic story in the two-month evaluation set.

The tracking task starts with NV; training stories and
then processes the remainder of the evaluation set look-
ing for other stories on the topic (each topic therefore
has a slightly different evaluation set). If a topic has
fewer than N; on-topic stories, then it is not considered
during evaluation. Because all 119 topics in the evalu-
ation set have at least one story, the Ny = 1 tracking
case evaluates 119 topics. There are only 78 topics used
in the Ny = 4 evaluation.

Our tracking system® uses a vector model for represent-
ing stories—i.e., we represent each story as a vector in
term-space, where coordinates are weighted by the In-
query version of Okapi’s tf-idf function. [Allan et al.,
1999a]. Terms (or features) of each vector are single
words, reduced to their root form by a dictionary-based
stemmer.

‘We represent topics by a vector centroid created by av-
eraging the initial /Ny stories’ vectors. Incoming stories
are compared to the the topic centroid, and if the sim-
ilarity of the story to the centroid exceeds a threshold,
we declare the story on-topic. If the similarity does
not exceed the threshold, we declare the story off-topic.
Similarity is measured by the well-known cosine similar-
ity function. The threshold was set during parameter
tuning on the training data. The choice of threshold
does not have any impact on the DET curve; it merely
selects a single point on the curve, representing specific
miss and false alarm error rates.

2.2 First Story Detection

The TDT first story detection (FSD) task also monitors
a stream of arriving news stories. In this case, however,
the task is to mark each story as “first” or “not first”
to indicate whether or not it is the first one discussing
a news topic. In fact, the system provides a score for
each story, where a high score indicates confidence that
a story is first.

The FSD runs in this study were carried out using the
same training and evaluation split of the TDT-2 data
as was used for tracking. However, because there is no
notion of N; in first story detection, the evaluation is
on the entire two-month evaluation corpus. This means
that 119 first stories are known and can be judged as
possible misses. An additional 2748 stories are on-topic
for one of the 119 topics and are therefore known to be

LThis system was originally developed for the 1999 sum-
mer workshop at Johns Hopkins University’s Center for
Language and Speech Processing.[Allan et al., 1999b]



non-first stories—they can cause possible false alarms.
The remaining stories (approximately 19,000) must be
processed by the system, but are not evaluated for cor-
rect scoring.

Our FSD system is the same as the tracking system.
However, rather than comparing incoming stories to a
centroid, they are compared to every story that had ap-
peared in the past. If the new story exceeds a threshold
with any one of the stories, it is considered old, else it is
considered new. This approach is similar to the model
used by all FSD systems fielded at TDT.

Note that all TDT tasks assume that stories are on a sin-
gle topic. During evaluation, stories that are on multiple
topics are not judged (since there are multiple valid an-
swers: it is likely to be both a first story and a non-first
story). This assumption is not unreasonable in practice
since only a 2-3% of the stories discuss multiple topics.

3. EVALUATION MEASURES

IR and TDT system evaluations both depend upon a
notion of “relevance.” In IR a document is or is not
relevant to a query; in TDT a story is or is not on
a topic.? Systems generate scores for every document
with respect to the query or topic: the intent is for
higher scoring documents to have greater likelihood of
being relevant. Most IR tasks simply present the re-
sulting list of ranked documents to the user. Some IR
tasks—and all TDT tasks—require that a threshold be
chosen such that only documents with a score above the
threshold are selected. TDT has the extra requirement
that scores are expected to be comparable across topics.

The effectiveness of a system can be evaluated at any
particular threshold value by use of the familiar 2 x 2
contingency table:

| Retrieved Not retrieved
Relevant A B
Not relevant C D

A, for example, represents the number of documents
that were both retrieved and relevant to the query or
topic, A+ C is the total number of documents retrieved,
A+ B is the size of the relevant set, and so on. The fol-
lowing commonly used measures from IR and TDT can
be expressed in terms of those numbers: Recall, ﬁ,
is the roportion of relevant material that is retrieved.
Precision, ﬁ, is the proportion of retrieved material
that is relevant. Miss, %, is the proportion of rele-
vant material that is not retrieved; this is the same as
1-Recall. False alarm, C’-}-LD’ is the proportion of non-
relevant material that is retrieved; this is also called
fallout. Finally, richness, z—5+8-7, is the proportion
of the collection that is relevant; this is also called gen-

%In fact, in TDT a story can also be “briefly” on a topic,
meaning that there is a short mention of the topic in a
story that is primarily off-topic.
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Figure 1: A sample DET curve calculated from
a TDT-2 tracking evaluation, with N; = 4.

erality[Salton and McGill, 1983]

Several other measures have also been proposed, includ-
ing measures such as normalized recall and precision, F,
and E that combine the measures above [van Rijsber-
gen, 1979, Salton and McGill, 1983]. We do not consider
those measures in this study, even though some of them
have appeared in TDT research reports [Allan et al.,
1998b, Yang et al., 1998].

3.1 Tradeoffs between measures

The most common measures within the IR community
are recall and precision. It has been well established
empirically that the two measures are inversely related.
The popular recall/precision graph shows how the two
are inversely related.

The TDT research community has chosen a signal de-
tection model of evaluation, using miss and false alarm
as the preferred measures. Because those are error mea-
sures, the goal is to minimize them both. The tradeoff
between them is shown on a Detection Error Tradeoff
(DET) curve [Martin et al., 1997], a variation on op-
erating characteristic curves [Swets, 1988]. The DET
curve was adopted for TDT, but the ideas behind it are
far from new in the IR community. The derivation of
Swets’ model of evaluation [van Rijsbergen, 1979] used
the same approach, for example.

Figure 1 shows a sample DET curve. False alarm rate
is on the x-axis and miss rate is on the y-axis, meaning
that “good” systems have performance curves toward
the lower-left of the graph, while the upper-right has
high numbers for both error rates.

The axes of the DET curve are on a Gaussian scale—i.e.,
such that the normal deviate is linear (every standard
deviation from the mean advances the same distance on
the axes). The result of this is that if the distributions of
relevant and of non-relevant document scores are nor-
mal, then the resulting DET curve will be a straight
line.



It is a source of open debate whether the DET curve is
preferable to a recall and precision graph, and whether
miss and false alarm are somehow “better” than recall
and precision as system effectiveness measures. Because
this study focuses on two TDT tasks, we adopt that
community’s evaluation methodology, and leave the de-
bate for other forums.

4. BOUNDS ON FSD

The goal of first story detection (FSD) is to monitor a
stream of arriving news stories and to mark each of them
with a score indicating the likelihood that the story is
the first on its topic. For example, a successful FSD
system would give a high score to the first story on an
earthquake and a low score to all following stories that
discuss that same earthquake. “First” is defined within
the evaluation corpus, so it might actually represent a
story well into the news topics broader coverage.

One possible solution to FSD (and more or less the one
used by all FSD systems fielded in TDT to date) is to
apply tracking technology as described in Section 2.1.
Intuitively, the system marks the first story of the cor-
pus with a very high score (it must be the first story on
any topic in the corpus). It then begins tracking that
story. If the second story tracks, it is assigned a low
FSD score (since it is on an existing topic). If it does
not track (is not on the same topic as the first story),
it is assigned a high FSD score, and the system starts
tracking that one, too. At any point, the system is
tracking numerous topics—in fact, if the system makes
an FSD false alarm, it will be tracking some topics in
multiple ways.

It should be clear that a perfect tracking system (for
N; = 1) yields a perfect FSD system. However, track-
ing systems are far from perfect. What sort of FSD per-
formance can we expect from a state-of-the-art tracking
system?

4.1 Relating tracking and FSD

In order to derive an expected tracking-based FSD per-
formance curve, we need to relate the error measures
for both tasks. Suppose that all topics are indepen-
dent, and that we have encountered 7 — 1 topics to date.
What is the probability of a miss or false alarm (fa) on
the next story? An FSD miss will occur if the story
is first, but some existing topic tracks it by mistake—
alternatively, that it is not the case that none of the
already existing ¢ — 1 topics accidentally tracks it. That
is, the probability that we miss the first story for topic
1 is:

Pfsd(miss,i) =1—-(1- Ptrack(fa))Fl

When averaged over all the first stories of N topics in a
collection, and assuming that all topics track with the

same erro rate,® the topic-weighted average value is:

N
Pfsd(miss) = % Z Pfsd(miss, 1)
i=1
- 1_ i . 1- (1 - Ptrack(fa))N
N Pirack(fa)

An FSD false alarm means that the story was marked
as first when it was not. That requires that the story’s
correct topic misses (fails to track), and that no other
topic incorrectly tracks it. This value is more compli-
cated to calculate because it depends upon the number
of topics that have already been seen and how they are
distributed.

‘We consider two possibilities to provide lower and upper
bounds on the false alarm rate. Recall that a false alarm
means that a non-first story was marked as first. That
means that a false alarm can only occur on the second
or later story in a topic. Assume there are N topics in
the corpus. For the lower bound, we assume that every
one of the N first stories has been seen before any of
the non-first stories, so N —1 topics could possibly have
incorrectly tracked the topic. That results in the lower
bound possibility of a FSD false alarm for topic 4:

N

H Ptrack(faa ]))

J=1,j#1

Pfsd(fa7 1) = Pypgek(miss, i)

To get the upper bound, we consider the case where
every story in a topic occurs before any story in another
topic. That is, all stories on topic one arrive, then all
on topic two, and so on. That means that for topic %,
only earlier topics can incorrectly track:

i—1

Ptrack(mi‘”’i) ’ H(l - Ptrack(fa7j))
j=1

P];;d(fav ’L) =

To find topic-weighted average false alarm rates, we av-
erage each of these over all IV topics in the corpus. For
the lower bound, if we again assume that all topics track

3In fact, we make the slightly weaker assumption that
the arithmetic and geometric means of the error rates
are the same across topics.



with the same error rate this results in:

1 N
~ 2 Ppsalfasi)
=1

P ﬁd(f a)

| X
= NZ[Ptmck(mi“’i)

=1
N

H 1 - Ptrack(fa”J))

J=1,j#1

Q

[Ptmck (miss, i) - (1

[Pirack(miss,i)] - (1

i

Pirack(miss) - (1 — Ptrack(fa))N !

Similarly, the upper bound can be shown to be:

1 1= (= Py fa)™
Ptra(:k(mZSS) . N ‘ Pt?”a(f;‘(z}:(]:) :

Py 4(fa) =

An important assumption in the derivations above (one
that makes the math possible) is that topic error rates
are independent—that is, the similarity of a story to
topic A has no effect on the probability of its being
similar to some other topic B. Although we know that
assumption is not entirely valid, we believe that depen-
dencies between topics are rare enough that they can
be ignored for our purposes. In the TDT-2 corpus (dis-
cussed below), approximately 66,000 stories were judged
against 193 randomly chosen topics. 10,029 stories were
judged relevant to some topic, and of those only 321
(3.2%) were relevant to multiple topics. Since stories
rarely overlap with multiple topics, it is plausible that
dependencies between topics do not have any substan-
tive impact on the error rates for tracking them.

4.2 Expected FSD performance

The results above give us a way to predict lower and
upper bounds on FSD error rates given tracking error
rates. (We emphasize that the predictions only make
sense if we assume that the FSD system uses an ap-
proach that is based upon tracking.) We will do this by
generating a tracking DET curve and then transforming
it into lower- and upper-bound FSD error curves: each
point on the tracking curve generates two FSD-bound
points. We will then show that actual FSD performance
falls into that range.

An important parameter of the conversion is the value of
N, the number of topics in the evaluation corpus. The
TDT-2 evaluation corpus contains 21,255 stories. Of
those, 2,847 are known to be relevant to one of 119 top-
cs.* If we assume that all topics have an equal number

“That includes topics that were generated for the TDT-
2 evaluation, as well as additional topics that were gen-
erated for a workshop on Novelty Detection in the sum-
mer of 1999.[Allan et al., 1999b]

Ptrack(fa))N '

- Ptmck:(fa))l\’i1

of relevant stories, then there are 23.9 stories per topic,
which implies about 900 topics in the evaluation corpus.
(The random sampling technique that generates topics
makes it unlikely that large topics have been missed, so
the average size is probably smaller, and the number
of topics slightly larger. It turns out that the bounds
are not very sensitive to the value of NV once it is above
200-300, so this approximation for N is reasonable.)

Figure 2 shows the system performance of a tracking
system run on the TDT-2 evaluation set (see Section 2.1).
This performance is comparable to the best systems in
the TDT-2 evaluation workshop [DARPA, 1999]. The
figure also shows (as a pair of black lines) the resulting
upper- and lower-bound performance figures for FSD
that result from the conversion described above. The
actual FSD system performance is not shown (to reduce
graph clutter); it runs near the center of that range.
The actual performance is comparable to the best FSD
systems fielded in TDT to date. We show the 90% confi-
dence interval® for system performance to make it clear
that the predicted performance figures are consistent
with actual results. (We are showing two confidence in-
tervals, so it is not surprising that the predicted values
do not lie entirely within the actual confidence values.
What is important is that they substantially overlap.)
This result suggests that our FSD system is working
about as well as we could expect.

Figure 3 shows a similar pair of graphs, but this time
the tracking task is run with Ny = 1. Tracking is not
as accurate with a single training story, so the tracking
curve shows higher error rates. We show this set of
curves, however, because it is a better match to the
FSD-by-tracking approach described earlier.

4.3 Difficulty of improving FSD

The predicted and actual error rates of a tracking-based
FSD system are in fact not very good: they are unac-
ceptably high for all but a few applications, no matter
what threshold on the DET curve is used. Although
tracking performance is adequate for a wider range of
tasks, it is not sufficient to achieve effective FSD. We
will show that to realize a high-quality FSD system
based on tracking, we will have to construct a nearly-
perfect tracking system. There is no reason to believe
that current technology can yield such a system, which
suggests that FSD systems built around tracking tech-
nology cannot be meaningfully improved.

We assume that “reasonable” FSD performance is ap-
proximately equal to the tracking DET curve shown in
Figure 2 (the lower-left curve). A system that misses
less than 10% of the first stories while generating only
1% false alarms is acceptable for many applications.
(Certainly we would prefer a system that is even better,

5The 90% confidence interval is calculated by the official
NIST-produced TDT evaluation software. It makes the
simplifying assumption that for a fixed threshold, miss
and false alarm values have a normal distribution across
topics.
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Figure 2: The lower-left solid line is a tracking DET curve for N; = 4. The upper part of the graph
shows the lower- and upper-bound predicted performance for tracking-based FSD error rates in black
dashed lines. The gray lines show the 90% confidence interval for system performance of an actual

FSD system.

Miss Rate

Figure 3: The lower-left solid line is a tracking DET curve for N; = 1. The upper part of the graph
shows the lower- and upper-bound predicted performance for tracking-based FSD error rates in black
dashed lines. The 90% confidence interval for actual FSD system performance is shown in gray.

0.02 0.10.2 0.5 1 2 5 10 20 40 60 80
90 T
T\ | |
- \
50 Sso . ‘\\ Actual FSD bounds 80
.o N
Se ~
~ \
SN S )
\ ~ —_— Tracking Nt=4
N ~ S
60 ~3 ™ ) 60
o ~ -—-- Predicted FSD boun
~ \\
- ~ ————
~ ~
40 S 40
\ N
\ ~ N
Y \
N
S, ~
~
20 20
~
~
\ N .
10 \\\ 10
\ RN
\ SN
>
5 N\ N 5
1Y
N
AN Y
2 \\. 2
\\ N\
1
0.02 0.10.2 0.5 1 2 5 10 20 40 60 80 90

False Alarm Rate

80

60

40

20

10

0.02 0.10.2 0.5 1 2 5 10 20 40 60 80
90 — ~3 | |
-— \\\
-
80 Sso Y Actual FSD bounds
\~\‘ N
\ ~\\ \\\
\ w‘\\ o —_ Tracking Nt=1
60 > xS
~ N ---= Predicted FSD boun
~ N
S N -
~ LN
40 \\\ N
\+
~
\ .
20
N\
\ N
10 \\‘~
\ SON
N\ N
5 \. AN
W\
XN
2 \\ \\\
\"l\..
0.02 0.10.2 0.5 1 2 5 10 20 40 60 80 9

False Alarm Rate

1
0



50 0.02 0.10.2 0.5 1 2 5 10 20 40 60 80
g0 Desired FSD performance 80
Needed upper &
60 lower FSD bounds 60
—————————— Cooresponding Tracking
2 40 40
©
m \
0 |
2 A\
s 20 \ 20
10 10
\\
5 5
\\
2 i N— 2
1
0.02 0.10.2 0.5 1 2 5 20 40 60 80 90

False Alarm Rate

Figure 4: Shows desired FSD performance in black surrounded by reasonable confidence intervals.
The extreme lower-left curve is the corresponding tracking performance.

but even this modest goal will be a tremendous chal-
lenge.)

Figure 4 shows the desired FSD curve (it is really just
the tracking curve again) and lower- and upper-bounds
on errors that encompass it. In order to achieve those
bounds, we had to improve tracking performance for
N; =1 by a factor of 20. The resulting DET curve is a
small line segment in the lower left of the figure.

None of the research in TDT-1, TDT-2, and TDT-3 has
resulted in a tracking DET curve that is substantially
better than the ones in Figures 2 and 3. Further, as
we have argued elsewhere [Allan et al., 2000], tracking
effectiveness is as good as filtering effectiveness, and is
comparable to that achieved by many years of filtering
research at TREC. There is little reason to believe that
tracking and filtering technology will ever improve 20-
fold.

We have shown how to reduce the FSD problem to a
tracking task. We have also shown that a given error
rate in tracking results in substantially worse error rates
in a corresponding FSD system. Most importantly, we
have argued that there is little reason to believe that
tracking-based FSD effectiveness can be raised to the
point that the technology is widely useful.

5. CONCLUSIONS

In this study, we showed that it is possible to reduce the
TDT first story detection problem to the TDT tracking
problem. This sort of reduction is extremely impor-
tant in showing how tasks within and across programs
are related to each other. Knowing about such relation-
ships may help avoid redundant research or unnecessary

investigative dead-ends. We hope that by describing
this technique, we will encourage other such efforts to
show relationships between related information technol-
ogy problems.

We showed that when FSD is based upon tracking, cur-
rent FSD performance is what we would expect. Indeed,
we claim that this relationship between FSD and track-
ing exists as long as FSD is based upon any full-text
similarity comparison (i.e., any approach where we use
a text similarity function between a new story and any
kind of topic representation).

We also argued that tracking (and filtering) are not
likely to make the sort of improvements that are nec-
essary to achieve high-quality FSD results. We view
this last result as the main contribution of this study,
and a clear call to the TDT research community not to
expect large improvements in processing by simple pa-
rameter tuning. We have shown that any effort to base
an FSD system on a tracking approach is unlikely to
succeed. This suggests that new approaches, ones that
do not model tracking directly, are necessary. For ex-
ample, in the summer workshop we tried modeling all
previously seen topics as a large collection of names and
places, without regard to the specific topics [Allan et al.,
1999b]. The results were not very effective, but they il-
lustrated some interesting points about how names and
places are used in topics. We have begun similar work
that looks at objects and their changing relationships
to see if novelty stands out in that way.

We have not given up on tracking since it has value in
its own right. We have started work that attempts to
leverage the “rules of interpretation” that were used in



the creation of the TDT-2 (and TDT-3) topics. Those
rules break news into 11 categories of topics (e.g., scan-
dals, natural disasters, etc., plus an additional “miscel-
laneous” topic) and describe how the topic relates to the
underlying event—i.e., its scope. We believe that mod-
eling topics relative to their class of topic may result in
improvements in tracking and therefore in FSD.

The problem of event-based organization of information
is an interesting and important one. The TDT stud-
ies have shown empirically that generic IR approaches
can be adjusted slightly to address such organization
tasks, though in the case of tracking-based FSD, only
dramatic improvements in tracking will help. Future
improvements in both tasks are not likely to come from
modifications to the generic approach, but from apply-
ing task-specific information about how news topics and
events are related and defined.
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