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Abstract

Personalized search is a problem where models benefit from learn-
ing user preferences from per-user historical interaction data. The
inferred preferences enable personalized rankingmodels to improve
the relevance of documents to users. However, personalization is
also seen as opaque in its use of historical interactions and is not
amenable to users’ control. Further, personalization limits the di-
versity of information users are exposed to. While search results
may be automatically diversified this does little to address the lack
of control over personalization. In response, we introduce a model
for personalized search that enables users to control personalized
rankings proactively. Our model, CtrlCE, is a novel cross-encoder
model augmented with an editable memory built from users’ histor-
ical interactions. The editable memory allows cross-encoders to be
personalized efficiently and enables users to control personalized
ranking. Next, because all queries do not require personalization,
we introduce a calibrated mixing model which determines when
personalization is necessary. This enables users to control per-
sonalization via their editable memory only when necessary. To
thoroughly evaluate CtrlCE, we demonstrate its empirical perfor-
mance in four domains of science, its ability to selectively request
user control in a calibration evaluation of the mixing model, and
the control provided by its editable memory in a user study.
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1 Introduction

Personalized search powers several industry scale search systems
for products [5, 57], movies [38], jobs [24], and web-search more
broadly [25]. While personalization in search systems improves
the relevance of search results and increases the uptake of systems,
personalized systems are commonly seen as opaque and failing to
provide users with sufficient control over personalized predictions
[21, 31]. Prior work has noted that personalized ranking is more
likely to prevent users from seeing the breadth of information
in a document collection, raising concerns of fairness [14] and
hindering proactive exploration in learning-oriented applications
such as education and science [43].

Such concerns about personalization have been addressed through
two avenues: diversifying search results and enabling interactive
control over personalized ranking. While diversification of search
results is meaningful [41, 50], it does not improve user control or fa-
cilitate proactive user-driven interaction and discovery [42]. To rem-
edy this, a small body of work has explored providing users interac-
tive control over personalized search by rendering user representa-
tions used for personalization “editable” [1, 60]. However, this work
has focused on designing visualization interfaces for user control
with simpler token/entity-based user representations. While prior
work on controllable personalization for search has been limited, a
significant amount of work has explored scrutable/controllable ap-
proaches for personalized recommendation. This work has explored
technical approaches for scrutable recommendations [6, 31] and run
human-centered evaluations to show how control over personal-
ized recommendations improved user satisfaction and trust [26, 29].
In this paper, we take inspiration from this work and extend the
technical body of work on controllable personalized search.

We begin by outlining the following goals for controllable per-
sonalized search: (1) to allow control, the user representations used
for personalization must be transparent to users and should enable
users to express preferences through intuitive profile edits. (2) Since
search can be performed without any personalization a controllable
model should enable users to opt-out of personalization, supporting
“no personalization” and (3) Since only some queries are likely to re-
quire personalization [2, 48] a controllable model should highlight
the queries for which user profile control would be meaningful.

To fulfill these goals we introduce CtrlCE (see Figure 1), a con-
trollable cross-encoder model personalized with an editable mem-
ory constructed from historical user documents. We explore two

https://doi.org/10.1145/3726302.3729913
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Figure 1: Our approach CtrlCE, augments a cross-encoder

with an editable user profile using a calibrated mixing model.

Our training procedure ensures that the mixingmodels score

𝑤 remains proportional to the performance of 𝑓CE. This en-

sured that it can be used for seeking edits to a user profile

only when necessary.

multi-vector user memories, an item-level memory and a novel
concept-based memory introduced in recent work on controllable
recommendation [37]. While both representations remain transpar-
ent and editable, concept-based memories offer a richer set of edit
operations than item-based memories – we detail this in §4.3. Next,
to ensure that the CtrlCE cross-encoder benefits, both, from the
rich query-document interaction common in cross-encoders and
from interaction with the editable user memory we formulate it
as a novel embedding cross-encoder. This diverges from standard
CLS token-based cross-encoders and instead learns separate but
contextualized query and document embeddings. Finally, we train a
novel calibrated mixing model which intelligently combines query-
document and user-document scores while also identifying the
queries that are likely to benefit from user profile edits.

In experiments on datasets of personalized search from four
scientific domains CtrlCE outperforms standard personalization
approaches based on dense retrieval, personalized ensemble mod-
els, and non-personalized approaches spanning sparse, dense, and
cross-encoder retrievers/re-rankers by 6.4-10.6% across evaluation
metrics. Then we demonstrate that CtrlCE fulfills the goals of
controllability: empirically demonstrating its ability to perform
with “no personalization”, showing in calibration evaluations that
it effectively identifies queries that need personalization e.g. under-
specified and exploratory queries, and showing in a user study that
performance can be improved through interaction with the user pro-
file. To the best of our knowledge CtrlCE is the first approach for
controllable personalized search with language model based cross-
encoders and extends an under-explored area. We release code and
data at: https:/github.com/iesl/controllable-personalization-ctrlce

2 Related Work

Personalized search. Personalization has broadly been explored
in search over personal document collections and referred to as
“personal search” [11, 28] and search over a shared document collec-
tion [47]. Work on personal search commonly suffers from under-
specified or context-dependent queries and sparse user document
interactions. Therefore, prior work has focused on leveraging meta-
data [8] and contextual information such as time and location of
queries to improve performance [40, 59] or on training schemes to
learn from sparse interactions [11, 52]. On the other hand, person-
alized search has focused on constructing user models from users’

historical interactions and using them for re-ranking documents –
this is more relevant to our work.

To build user representations early work leveraged term level
models [47], topic models [46], and latent representations learned
throughmatrix factorization [12].More recentwork has learned per-
sonalized word embeddings [56], and learned user representations
with RNNs [2, 3] and transformers [10]. Current work has lever-
aged dense retrieval models fine tuned for personalized re-ranking
[61, 62]. In relying on pre-trained language models CtrlCE resem-
bles these approaches. However, prior work leverages attention and
shallow transformer layers for query-document and user-document
scoring. In contrast, our work leverages a query-document cross-
encoder delivering stronger performance – we show this in Section
5.2. Dai et al. [17] present an exception and leverage cross-encoders
that input all historical context, query, and documents for per-
sonalized product search. Notably, this is only feasible with short
historical texts, queries, and documents common in product search.
In Section 6.1 we also show its inability to be controllable.

Controllable personalized search.While the above approaches
explore personalized search, they don’t consider control over per-
sonalization. The most relevant prior work is provided by Zemede
and Gao [60] and Ahn et al. [1] – both of who explore visualiza-
tion interfaces for interacting with term/entity-based user profiles
in personalized search. While meaningful, this work does not ex-
plore performant retrieval models as ours does. Finally, recent work
[33, 51] explores combining personalization and search result di-
versification by learning when personalization is necessary while
sharing in our motivation these approaches do not enable interac-
tive control by users through user profile edits as we do.

In this regard, Mysore et al. [37, LACE] who introduce editable
user profiles for recommendation tasks presents closely related
work to CtrlCE. However, our work differs substantially: we focus
on search tasks which bring additional challenges for controlla-
bility compared to recommendation setups that lack user queries
(Section 3), CtrlCE introduces a calibrated mixing model which
highlights queries where control is necessary, and we show how
performant cross-encoder models can be controllably personalized.
Additionally, our ablation experiments compare to LACE in Section
5.3 and show significantly improved performance by CtrlCE.

Calibrated retrievers. The calibrated mixing model used in
CtrlCE ties our work to a small body of work on calibrated rank-
ing models – this work aims to train ranking models that produce
confidence scores alongside relevance scores or produces scores
that are proportional to ranking model performance, our work
relates to the latter. While we build on Yan et al. [54] who train
scale-calibrated ranking models for CTR systems, we leverage scale-
calibration for facilitating user control in personalized search. Other
work has explored probabilistic uncertainty estimation in retrievers
through joint training of retrievers in RAG systems [18], Monte
Carlo dropout [15], and Gaussian query and document embeddings
[58]. In contrast with probabilistic uncertainty estimation, our mix-
ing model produces calibrated scores through regularization and
does not require extensive changes to training, model architecture,
or additional inference costs. Finally, our mixing model may be
seen as a query performance prediction (QPP) model [4] – in this
sense, our work represents the first approach using a QPP model
for improving personalized search.

https:/github.com/iesl/controllable-personalization-ctrlce
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3 Problem Formulation

We consider a personalized search problem where a user 𝑢 ∈ U,
submits a query 𝑞 to a retrieval system, for retrieving documents
from a document collectionD shared with other users. Each user is
associated with a user profile P𝑢 constructed from their historical
documents 𝐷𝑢 = {𝑑𝑖𝑢 }

𝑁𝑢

𝑖=1. Historical documents are assumed to
capture users’ interests and may be documents that users have
authored, read, clicked, etc in the past. The retrieval system, 𝑓Ret, is
tasked with producing a ranking over D personalized to the user 𝑢
as 𝑅𝑢 = 𝑓Ret (P𝑢 , 𝑞,D). In practice, we take 𝑓Ret to be a re-ranking
model ranking top 𝐾 documents from a first-stage retriever.

Given the value of control over personalization [19, 26, 29], we
are interested in allowing users control over 𝑅𝑢 by manipulating
P𝑢 . Such a controllable model should fulfill the following goals:

D1: Communicate interests to the user: The profile should be
readable by users to allow edits to it. Specifically, the profileP𝑢 must
communicate the interests of 𝑢 as represented in 𝐷𝑢 . Importantly,
we only require our transparent user profile to facilitate interactive
control over 𝑅𝑢 , without requiring a fully transparent model.

D2: Control retrieval via profile interactions: The profile and
model should support edit operations which are reflected in the
rankings over documents 𝑅′𝑢 = 𝑓 (P′

𝑢 , 𝑞,D). While 𝑅𝑢 may trivially
be updated via edits to the query, profile interactions can change
longer term interests [9], or allow clarifications in complex ex-
ploratory searches [42] where changes to the query may not be
obvious. Finally, we require 𝑓Ret to support retrieval in the absence
of any personalization 𝑓Ret (𝑞,D) given that some users might not
desire personalization for search or have any historical documents.

D3: Solicit user input when necessary: We require 𝑓Ret to iden-
tify when profile interactions are likely to be meaningful so that
user feedback can be obtained only when necessary. This follows
from findings that all queries do not require personalization [2, 48].
Therefore, user edits to P𝑢 may not always be beneficial.

D4: Performant retrieval: Finally, we require performant retrieval
before and after profile interactions since users desire a balance
between automated predictions and control [30, 55].

Profile Design. For P𝑢 , we explore two designs – (1) A concept
based user profile consisting of a set of natural language concepts,
P𝑢 = {𝑘1, . . . 𝑘𝑃 } inferred from 𝐷𝑢 , and (2) An item based user
profile, P𝑢 = {𝑑1𝑢 , . . . 𝑑𝑃𝑢 }, which directly represents user interests
with 𝐷𝑢 . Compared to item based profiles, concept based profiles
are more succinct and readable – The concepts represent sets of
items enabling efficient user interaction and provide short natural
language descriptions improving readability. They have also been
found to be an intuitive representation for user interaction in prior
work [6, 13]. On the other hand, item based representations are
finer grained and promise stronger performance. However, both
designs are controllable and allow users to express their preferences
for controlling personalization – we discuss this in Section 4.3.

4 Proposed Approach

For controllable personalized search, we present CtrlCE, a lan-
guage model based cross-encoder model personalized using an
editable memory constructed from user items. We base CtrlCE on
cross-encoders because of their strong performance in search tasks,
strong generalization ability across domains [49], and standard

use as re-ranking models [32]. To personalize our cross-encoder,
we augment it with a editable memory constructed from a user’s
historical documents. To ensure that CtrlCE remains controllable
and performant we introduce three key novelties: (1) We introduce
an embedding cross-encoder which learns separate yet contex-
tualized query and document embeddings allowing the CtrlCE
cross-encoder to interact with a multi-vector editable user memory.
This is in contrast to standard cross-encoders which learn a fused
query-document representation from CLS tokens of pre-trained
language models. (2) We construct editable user profiles based on
dense retriever embeddings. We consider two user profile designs,
concept and item-based (see Section 3). While item-based user rep-
resentations are naturally transparent and editable by users, we
introduce concept-value user representations for our concept-based
user profiles. This user representation pairs each concept in a user
profile with a personalized concept value computed from user docu-
ments. The concept values may be seen as labeled cluster centroids
of user documents. (3) Finally, since we are interested in obtaining
user edits to P𝑢 only when necessary, we introduce a calibrated
mixing model which learns to combine query-document scores
from a cross-encoder with user-document scores obtained from
user profiles (Figure 1). Besides combining these scores, the mix-
ing models’ scores highlight the queries that are likely to benefit
from personalization and may in turn benefit from user edits. Next,
we describe CtrlCE, the editable memory/user profile, and the
training procedure that results in our calibrated mixing model.

4.1 Memory Augmented Cross-encoder

4.1.1 Model Overview. We formulateCtrlCE as a re-rankingmodel
for documents: 𝑠𝑑 = 𝑓Ret (P𝑢 , 𝑞, 𝑑). We assume access to a user
query 𝑞, a user profile P𝑢 constructed from user documents 𝐷𝑢 ,
and the top𝐾 candidate documents𝑑 ∈ D from a first stage ranking
model.CtrlCE computes document relevance (𝑠𝑑 ) using two scores,
query-document relevance from an embedding cross-encoder 𝑓CE
and user-document relevance from user memory 𝑓Mem. These are
combined with a calibrated mixing model 𝑔Mix:

𝑠𝑑 = 𝑤 ·𝑠𝑞
𝑑
+ (1−𝑤) ·𝑠𝑢

𝑑
= 𝑤 · 𝑓CE (𝑞, 𝑑) + (1−𝑤) · 𝑓Mem (P𝑢 , 𝑞, 𝑑) (1)

Here, 𝑓CE is formulated as an embedding cross-encoder [53] and
𝑓Mem computes a score for candidate 𝑑 based on the interaction
between a cross-encoded document embedding and the user pro-
file/memory. Note that in contrast with standard cross-encoders
[32], an embedding cross-encoder learns separate yet cross-encoded
query and document representations, q and d. This allows 𝑓CE to in-
teract with P𝑢 in 𝑓Mem. Therefore, CtrlCE benefits from the strong
performance of cross-encoders and yet allows a cross-encoder to
interact with user memory for personalization. We formulate 𝑓Mem
as a multi-vector user representation, i.e. P𝑢 is represented as a set
of 𝑃 vectors V𝑖={1...𝑃 } .

Next, the two scores are combined using weight𝑤 from a mixing
model 𝑔Mix. This is trained with a calibrated training objective
(Section 4.2) which ensures that 𝑤 remains proportional to the
ranking performance of 𝑓CE and serves as a performance predictor
for it. This allows𝑔Mix to be used by system designers to obtain user
edits when CtrlCE relies more on 𝑓Mem (D3 of Section 3). Finally,
decomposing 𝑠𝑑 into two scores supports “no personalization” by
dropping the user-document score, 𝑠𝑢

𝑑
(D2 of Section 3).
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Specifically, 𝑓CE inputs concated query and document text into a
pre-trained language model (LM) encoder EncCE ( [𝑞;𝑑]) and com-
putes the dot product of cross-encoded query and document em-
beddings: 𝑓CE (𝑞, 𝑑) = q𝑇 d. Both q and d are computed as con-
textualized token embedding averages. Next, user memory em-
beddings V𝑖={1...𝑃 } are computed from user documents 𝐷𝑢 using
a pre-trained LM-based memory encoder EncMem in an offline
memory construction stage (see Section 4.1.2,4.1.3). Then, 𝑓Mem
is computed as: max𝑖∈{1...𝑃 }d𝑇V𝑖 . Finally, the mixing weights 𝑤 ,
are obtained as a function of the query q, the length of the user
profile and query (in tokens), and the model scores 𝑠𝑞

𝑑
and 𝑠𝑢

𝑑
as:

𝑤 = sigmoid(MLP( [q, len(𝑞), 𝑃, 𝑠𝑞
𝑑
, 𝑠𝑢
𝑑
])). This design builds on

the intuition that these features are likely to help predict the per-
formance for 𝑓CE building on prior work in query performance
prediction for non-personalized search [4]. This gives:

𝑠𝑑 = 𝑤 · q𝑇 d + (1 −𝑤) · max𝑖∈{1...𝑃 }d𝑇V𝑖 (2)

𝑤 = 𝑔Mix (q, len(𝑞), 𝑃, 𝑠
𝑞

𝑑
, 𝑠𝑢
𝑑
) (3)

Next, to ensure that the user profile remains transparent and ed-
itable by users (D1, D2) we leverage either a concept-value user
representation or an item-based user representation (see Figure 2).

4.1.2 Concept Value Memories. Our concept-value memories rep-
resent users with a concept-based user profile P𝑢 containing 𝑃
natural language concepts: P𝑢 = {𝑘1, . . . 𝑘𝑃 } – the concepts are
succinct descriptors for user documents and are inferred for 𝐷𝑢
using dense retrieval of concepts for each user document from
a large inventory of interpretable concepts (e.g. Wikipedia cat-
egories). Next, the concepts in P𝑢 are paired with personalized
concept-values V𝑖={1...𝑃 } which are computed as a function of 𝐷𝑢
and P𝑢 . While concepts may be represented simply as embeddings
of the concept text, personalized concept values enable stronger per-
sonalization performance by using the user documents to compute
concept embeddings. Further, since the personalized concept value
is also a function of the concept text, any user edits to the concept
text also update the personalized concept value. To construct the
concept-value memories we use Optimal Transport (OT), a linear
programming method for computing assignments between sets of
vectors [39], to make a sparse assignment of user documents to
concepts. The assigned document content is then used to compute
the personalized concept values (Equation (4)). Our work builds
on prior work [37] which introduces concept-value memories for
controllable recommendations. Here, we show how they can en-
able control over personalized search models based on powerful
cross-encoders.

Specifically, to construct the concept-value memories, we begin
by assuming access to a large concept inventory K (detailed in
Section 5.1), and an encoder (EncMem) for concepts and user doc-
uments 𝐷𝑢 that outputs embeddings for them as K and S𝐷 . Then,
P𝑢 is constructed by retrieving the top-𝑃 concepts from K for the
documents in 𝐷𝑢 based on their embeddings – a form of zero-shot
classification. Notably, 𝑃 < 𝑁𝑢 ensures that the concept-based
profile represents a succinct and readable representation of user
documents. Next, a sparse and soft assignment of the documents to
concepts Q𝐷→P is computed using optimal transport which solves
the linear assignment problem: 𝑎𝑟𝑔𝑚𝑖𝑛Q′ ⟨𝑑𝑖𝑠𝑡 (S𝐷 ,KP ) · Q′⟩. In
the interest of space, we refer readers to prior work for a more

Figure 2: Concept-value memories represent users with con-

cepts and their personalized concept values. Item memories

directly represent users with item representations.

detailed presentation of OT [37, 39]. Next, V𝑖 is computed as an
assignment-weighted average of the document content:

V𝑖={1...𝑃 } =
1∑𝑁𝑢

𝑗=1 Q𝑗𝑖

𝑁𝑢∑︁
𝑗=1

Q𝑗𝑖 · S𝑗 (4)

The above design presents some important benefits for control-
lability, OT computes sparse assignments Q [39], ensuring that
every user document is only assigned to a small number of rel-
evant concepts. Therefore, the concepts partition the documents
into soft clusters “tagged” by their concept. This enables users to
specify positive or negative preferences for specific concepts, which
includes or excludes clusters of documents in generating personal-
ized rankings. Further, user edits to the text of concepts influences
their embeddings KP , which in turn influence Q𝐷→P , V𝑖={1...𝑃 } ,
and 𝑅𝑢 - allowing edits to reflect in rankings. Finally, OT is readily
solved using the Sinkhorn algorithm [16] which runs efficiently on
GPUs and can be used inside models trained with gradient descent.

4.1.3 Item Memories. In contrast with concept-value memories,
item memories are a simpler user representation where items in 𝐷𝑢
are used directly as a user representation, resulting in V𝑖={1...𝑃 } =
S𝐷 with 𝑃 = 𝑁𝑢 . Here EncMem directly yields embeddings for 𝐷𝑢 .
Item memories allow users only to control 𝑠𝑢

𝑑
through including or

excluding items inP𝑢 . While this can result in cumbersome edits for
large profiles, item memories retain finer grained item representa-
tions compared to the aggregated representations of concept-value
memories which are likely to offer better performance in search
tasks. Our experiments (Section 5.2) demonstrate the efficacy of
both item and concept-based memories.

4.2 Training

We propose a two-stage procedure for training the embedding cross-
encoder (EncCE) and the calibrated mixing model 𝑔Mix. In stage-1
we train our embedding cross-encoder EncCE while omitting the
mixing model. This results in the relevance scores: 𝑠𝑑 = 𝑠

𝑞

𝑑
+ 𝑠𝑢

𝑑
.

Then, in stage-2, we introduce mixing model 𝑔Mix to combine 𝑠𝑞
𝑑

and 𝑠𝑢
𝑑
per Equation (1): 𝑠𝑑 = 𝑤 · 𝑠𝑞

𝑑
+ (1−𝑤) · 𝑠𝑢

𝑑
. We use historical

user interaction data and a pairwise cross-entropy loss to train
EncCE and a scale calibrating cross-entropy loss to train 𝑔Mix. Our
calibrating training procedure ensures that the scores from 𝑔Mix
don’t lie at the extremes of its score range, a known property of
MLP-based scoring functions [23, 36, 53], and instead closely tracks
the performance of 𝑓CE.

Specifically in stage-1, for a user𝑢 and query 𝑞, we assume access
to a relevant document 𝑑+ and a set of𝑀 irrelevant documents 𝑑− .
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This results in a vector of predicted scores s𝑞 = [𝑠𝑑+ . . . 𝑠𝑑− ] and
binary relevance labels y𝑞 = [1 . . . 0]. To train EncCE we minimize
the standard softmax (sm) cross-entropy loss:

L(y𝑞, s𝑞) = −
𝑀∑︁
𝑖=1

y𝑞 [𝑖] log sm(s𝑞 [𝑖]) (5)

The parameters of EncCE are updated while memory representa-
tions and EncMem are kept fixed throughout training to ensure that
model training remains scalable on our GPUs. We initialize EncMem
with a strong pre-trained LM encoder optimized for dense retrieval
and EncCE with a pre-trained LM encoder.

In stage-2 we train 𝑔Mix. Here, we freeze EncMem and EncCE and
obtain personalized ranking scores per Equation (1). While we use
data identical to that used for training EncCE, wemodify the softmax
objective and instead leverage a scale calibrating softmax objective
[54]. This modifies the softmax loss by adding an “anchor” example
with target score 𝑦0 ∈ [0, 1], which is a tunable hyperparameter,
and logit 𝑠0 set to 0. This results in s′𝑞 = [𝑠𝑑+ . . . 𝑠𝑑− , 𝑠0] and y′𝑞 =

[1 − 𝑦0 . . . 0, 𝑦0] and the loss:

L(y′𝑞, s′𝑞) = −
𝑀∑︁
𝑖=1

y′𝑞 [𝑖] log
𝑒
s′𝑞 [𝑖 ]∑

𝑗 𝑒
s′𝑞 [ 𝑗 ] + 1

+ 𝑦0 log (
∑︁
𝑗

𝑒
s′𝑞 [ 𝑗 ] + 1)

(6)

The insertion of the anchor target 𝑦0 regularizes the scores 𝑠𝑑 –
penalizing large scores (second term) and preventing smaller scores
from being lowered (first term) – ensuring that scores are driven
away from the extremes of the score distribution. Further, since
only 𝑔Mix is trained with the calibrated objective the weights 𝑤
more smoothly tradeoff the query-document scores 𝑠𝑞

𝑑
and the user-

document scores 𝑠𝑢
𝑑
. As we show in Section 6.2, this results in 𝑤

being better calibrated with the performance of 𝑠𝑞
𝑑
. This calibrated

weight𝑤 may be used to guide users toward making profile inter-
actions when𝑤 indicates that 𝑠𝑢

𝑑
= 𝑓CE (𝑞, 𝑑) will perform poorly.

4.3 Inference

Retrieval. Performing retrieval with CtrlCE follows a standard
two-stage ranking procedure, a first stage ranker retrieves a set
of 𝐾 documents from D, then CtrlCE functions as a re-ranker.
It uses 𝑠𝑑 (Equation (2)) to re-rank the top 𝐾 documents and pro-
duce a personalized ranked list 𝑅𝑢 . To ensure that CtrlCE can
be run on standard GPUs, CtrlCE is implemented using 110M
parameter transformer LMs, and 𝑔Mix is implemented as a 1-layer
MLP. Further, because we formulate 𝑓CE as an embedding cross-
encoder (Section 4.1.1), CtrlCEmay be scaled readily to the scale of
embedding-based dense retrieval models using recently introduced
matrix factorization techniques [53] – we leave this to future work.

Interactive control. Control over personalization in CtrlCE
is achieved by interactions with the concept-value or item-based
user profile. Given that only some queries may benefit from per-
sonalization [2, 48] system designers may only solicit user edits to
P𝑢 for low values of𝑤 from the calibrated mixing model 𝑔Mix. For
example, highly specific lookup queries may not require personal-
ization, on the other hand, exploratory or under-specified queries
commonly benefit from personalization [20]. In addition to these
interactions, users may also choose to have “no personalization”. In

CtrlCE, this may be accomplished by re-ranking documents based
on query-document relevance (𝑠𝑞

𝑑
) alone.

In interacting with P𝑢 , item profiles offer a more limited range
of interactions than concept-value profiles. Item memories sup-
port positive/negative selections, whereas concept-value memories
support both positive/negative selections and profile edits. 1. Pos-
itive/negative selection. Users may choose to include or exclude
concept-values (or item embeddings), V𝑖={1...𝑃 } (V in short), to be
used for computation of 𝑅𝑢 . Positive selection results in the posi-
tively selected values, V[𝑝, :] being used for computing 𝑅𝑢 . Simi-
larly, negative selection results in a compliment of the selections
V[𝑛, :] being used for computing 𝑅𝑢 . Such interactions allow users
to include/exclude sets of items or individual items from being used
to compute user-document scores 𝑠𝑢

𝑑
. 2. Profile edits. Further, for

concept-value memories users may also directly change the text of
concepts in P𝑢 triggering re-computation of V i.e. a reorganization
of documents in 𝐷𝑢 . These edits may be to edit incorrectly inferred
concepts in P𝑢 or add missing concepts. In experiments, we refer to
the item and concept-value profile variants of CtrlCE as CtrlCEIt
and CtrlCECV respectively.

Finally, note that the design of CtrlCE allows efficient updates
to𝑅𝑢 based on both “no personalization” and the profile interactions
outlined above. This follows from all the score computations in
CtrlCE being based on dot-products (Equation (2)). Further, our use
of an embedding cross-encoder, and our multi-vector user profiles
means that representations can be cached per query and updated
rankings produced only using efficient computations.

5 Experiments

We evaluate CtrlCE on four datasets of personalized search con-
structed from four different scientific domains in a public bench-
mark for personalized search in Section 5.2. Section 5.3 presents a
series of ablations for the components in CtrlCE, and Section 6
we evaluates the controllable components of CtrlCE.

5.1 Experimental Setup

5.1.1 Datasets. We use a public benchmark for personalized search
[7], consisting of queries, user documents, and document collec-
tions from four scientific domains: computer science (Comp Sci),
physics (Physics), political science (Pol Sci), and psychology (Psych).
Train and test splits are created temporally such that the test set
consists of the most recent queries across the dataset. Each dataset
contains 150k-500k training queries, 5k-12k test queries, and pro-
files between 20-300 documents. We use the title and abstract text
to represent documents and report performance using NDCG@10
and note that MRR follows identical trends.

5.1.2 Baselines. We consider a range of standard personalized
and non-personalized baselines spanning sparse retrieval, dense re-
trieval, cross-encoders, and ensemblemethods. Our non-personalized
approaches span: sparse retrieval with BM25, weakly supervised
dense retrieval with Contriver, supervised dense retriever trained
on 1 billion pairs (MPNet-1B, HF: all-mpnet-base-v2), and super-
vised dense retrieval trained on 250M community question an-
swer sites (MPNet-CQA, HF: multi-qa-mpnet-base-cos-v1) – this
is noted to be valuable training data for dense retrievers [36]. Fi-
nally, CrossEnc is a standard cross-encoder trained on the same
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Table 1: CtrlCE is compared against non-personalized (first

block) and personalized (second block) approaches. Bold in-

dicates CtrlCE improvement over CrossEnc and
∗
indicates

statistical significance with a two-sided t-test at 𝑝 < 0.05.

Comp Sci Physics Pol Sci Psych

Model NDCG@10 NDCG@10 NDCG@10 NDCG@10

BM25 0.2245 0.2688 0.2407 0.2393
Contriver 0.1658 0.1795 0.1932 0.1887
MPNet-1B 0.2168 0.1885 0.2306 0.2407

MPNet-CQA 0.1969 0.2093 0.2153 0.2187
CrossEnc 0.2934 0.3330 0.3102 0.3346

rf(BM25,QA) 0.2849 0.3272 0.2894 0.3112
rf(BM25,MPNet-1B,QA) 0.3115 0.3481 0.3141 0.3485

RetAugCE 0.3244 0.3691 0.3384 0.3778

CtrlCEIt 0.3223
∗

0.3657
∗

0.3378
∗

0.3704
∗

CtrlCECV 0.3118
∗

0.3583
∗

0.3310
∗

0.3614
∗

data as CtrlCE while ignoring the user documents 𝐷𝑢 . CrossEnc
is initialized with MPNet-base [45], and the query-document score
is produced by passing the CLS representation through an MLP.
CrossEnc is the closest comparator to CtrlCE since it is a standard
non-personalized cross-encoder. We include the details of baselines
in our code repository.

Our personalized approaches use prior personalized dense re-
trieval models and personalized cross-encoder models: rf(BM25,
QA): A rank-fusion approach that learns a weighted combination
of BM25 scores and scores from a Query Attention (QA) based
user modeling approach. Importantly, QA is a key component of
effective personalization in prior work on personalized search, [22,
HRNN-QA], [2, ZAM], and [27, EDAM]. QA scores candidate docu-
ments based on their dot product similarity to the weighted average
of user documents. The weights for user documents are computed
as dot-product attentions between query and document representa-
tions from MPNet-1B. rf(BM25, QA, MPNet-1B): This adds dense
retrieval scores from MPNet-1B to rf(BM25, QA). RetAugCE: A
cross-encoder personalized with retrieval-augmentation [44]. It in-
puts, query, candidate, and the top-1 document most similar to the
query from 𝐷𝑢 . This approach follows the state-of-the-art personal-
ized cross-encoder model for product search [17, CoPPS], however
given the longer length of documents in our datasets compared to
e-commerce products, we use retrieval to reduce input sequence
lengths. We use the MPNet-CQA model for retrieving the top-1
document. Finally, note that we primarily aim to demonstrate that
CtrlCE results in strong performance compared to several rea-
sonable and strong baselines while remaining controllable (Section
6). We leave the exploration of strategies such as contrastive self-
supervised training [17, 62] for establishing SOTA performance in
controllable cross-encoder models to future work.

5.1.3 Implementation Details. In CtrlCE we initialize EncCE with
MPNet-base [45] and EncMem with MPNet-CQA for both CtrlCEIt
and CtrlCECV. We formulate 𝑔Mix as an MLP with one hidden
layer of 386 dimensions and use a tanh non-linearity. For first-
stage ranking, we use BM25 and re-rank 𝐾 = 200 documents per
query. Further, in CtrlCECV for constructing concept-based user
profiles for a concept inventory K we use a collection of computer

science concepts from [34] and Wikipedia categories for Physics,
Pol Sci, and Psych. Our code repository includes additional details.

5.2 Experimental Results

Baseline performance.We begin by examining baseline perfor-
mance in Table 1. We see that personalized models that ensemble
various sparse and dense personalized and non-personalized mod-
els with rank fusion (rf(·)) outperform non-personalized sparse
and dense models (rows BM25 to MPNet-CQA). However, a non-
personalized cross-encoder (CrossEnc) outperforms all other non-
personalized models and approaches the performance of person-
alized models based on Query Attention (QA). The strong perfor-
mance of non-personalized cross-encoders in personalized search
has also been noted in prior work [35]. Next, we note that a cross-
encoder personalized with retrieval augmentation, RetAugCE out-
performs the non-personalized CrossEnc while incurring greater
inference costs.

CtrlCE performance. For the proposed CtrlCE models we
first note that bothCtrlCE variants outperform the non-personalized
CrossEnc with improvements of 6.4-10.6% across evaluation met-
rics and datasets. This indicates the proposed memory-augmented
cross-encoder to be effective at personalization. Next, we compare
CtrlCEmodels to personalized methods based on Query Attention
(QA). Here, we note CtrlCE models to outperform personalized
ensemble methods. Finally, while CtrlCE performs at par with
RetAugCE (no statistically significant difference with CtrlCEIt),
it does not outperform it. However, as we show in Section 6, Re-
tAugCE does not allow control over personalization – lacking the
ability to identify when control interactions are necessary and be-
ing unable to support the “no personalization” action (Sections 6.2
and 6.1). Therefore, CtrlCE performs at par with state-of-the-art
approaches while remaining controllable.

CtrlCEIt vs CtrlCECV. Here, we examine the difference be-
tween item and concept-value memories, CtrlCECV and CtrlCEIt.
We see CtrlCEIt to consistently outperform CtrlCEIt by a small
margin. We hypothesize that this is due to the nature of the search
task where most queries seek specific items rather than being ex-
ploratory. As a consequence, the finer-grained item representations
that CtrlCEIt retains allow higher precision in retrieval at the ex-
pense of more tedious interactions for controllable personalization.
However, recall from Sections 3 and 4.3 that the concept-based
profiles of CtrlCECV provide a richer set of profile interactions
and a more compact and readable user profile – in applications
where this is important practitioners may choose to use CtrlCECV
over CtrlCEIt. Next, we illustrate the performance resulting from
the various components of CtrlCE in a series of ablations.

5.3 Ablation Study

Table 2 presents an ablation indicating the performance of the
various model components of CtrlCE. We present results for both
CtrlCEIt and CtrlCECV. Further, we only present results with
NDCG@10 in the interest of space, noting that MRR follows the
same trends. We report statistical significance compared against
CtrlCEIt/CtrlCECV with ∗ using a two-sided t-test at 𝑝 < 0.05.

No user-document score.We begin by examining a test time
only change – after training CtrlCE as described in Section 4.2, we
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Table 2: CtrlCE components ablated for item (CtrlCEIt)

and concept-value (CtrlCECV) memories.

Comp Sci Physics Pol Sci Psych

Model NDCG@10 NDCG@10 NDCG@10 NDCG@10

CtrlCEIt 0.3223 0.3657 0.3378 0.3704
– no 𝑓Mem 0.3010∗ 0.3440∗ 0.3164∗ 0.3465∗
– no 𝑓CE 0.1994∗ 0.2424∗ 0.1997∗ 0.2450∗
– no 𝑔Mix 0.3078∗ 0.3452∗ 0.3236∗ 0.3517∗
– no calibration 0.3065∗ 0.3633 0.3277∗ 0.3623∗

CtrlCECV 0.3118 0.3583 0.3310 0.3614
– no 𝑓Mem 0.2936∗ 0.3344∗ 0.3151∗ 0.3368∗
– no 𝑓CE 0.1675∗ 0.1981∗ 0.1792∗ 0.2060∗
– no 𝑔Mix 0.3061 0.3390∗ 0.3278 0.3399∗
– no calibration 0.3121 0.3602 0.3326 0.3625

produce personalized rankings 𝑅𝑢 only using the query-document
scores produced by 𝑓CE per Equation (1) (– no 𝑓Mem, Table 2). We
see that both CtrlCEIt and CtrlCECV see consistent drops in
performance indicating the value provided by personalization with
editable user memory.

No query-document score. Having trained CtrlCE, we ex-
amine the personalized rankings produced using only the user-
document scores produced by 𝑓Mem (– no 𝑓CE, Table 2). This abla-
tion mirrors the proposed approach of Mysore et al. [37, LACE] for
controllable recommendations. As expected, we see that the lack
of query-document scores results in a large drop in performance
indicating the value of CtrlCE over 𝑓Mem alone.

No mixing model. In this experiment, we train a memory aug-
mented cross-encoder without the mixing model 𝑔Mix (– no 𝑔Mix,
Table 2) producing test time rankings using a simple summation of
query-document and user-document scores: 𝑠𝑑 = 𝑠

𝑞

𝑑
+ 𝑠𝑢

𝑑
. This may

also be seen as a model resulting from stage-1 training alone. Here,
we see that this approach consistently underperforms CtrlCEIt and
CtrlCECV, indicating the value of 𝑔Mix for ranking performance.

No calibrated objective. Finally, we consider a model similar
to CtrlCE, trained with 𝑔Mix with two-stage training but lacking
in the calibrated softmax objective of Section 4.2 and instead using
a standard softmax objective for both training stages (– no cali-
bration, Table 2). We see that omission of the calibrated objective
results in a similar performance to CtrlCE showing calibrated
training to not harm performance. In Section 6.2 we show how
the calibrated training results in a stronger correlation between
𝑤 and the performance of 𝑓CE indicating its value for controllable
personalization.

6 Interaction Evaluation

CtrlCE supports control over personalized search in three ways: (1)
support for a “no personalization” setting, (2) effectively highlight-
ing queries where user edits to P𝑢 may be necessary, (3) control
over item or concept based profiles P𝑢 . Here, we demonstrate how
CtrlCE effectively supports these control actions. In Section 6.1,
we evaluate CtrlCE’s ability to support a “no personalization”
action compared against the RetAugCE model. In Section 6.2 we
demonstrate that our mixing model closely tracks the performance
of 𝑓CE allowing CtrlCE to obtain user edits only when necessary.

Table 3: CtrlCE compared to RetAugCE for the control ac-

tion of “no personalization”. MRR follows identical trends.

Comp Sci Physics Pol Sci Psych

Model NDCG@10 NDCG@10 NDCG@10 NDCG@10

CrossEnc 0.2934 0.3330 0.3102 0.3346

RetAugCE 0.3244 0.3691 0.3384 0.3778
– no personalization 0.2264 0.2699 0.2039 0.2949

CtrlCEIt 0.3223 0.3657 0.3378 0.3704
– no personalization 0.3010 0.3440 0.3164 0.3465
CtrlCECV 0.3118 0.3583 0.3310 0.3614
– no personalization 0.2936 0.3344 0.3151 0.3368

Finally, in Section 6.3 we demonstrate the controllability provided
by editable item and concept-based profiles in a user study.

6.1 “No personalization” evaluation

6.1.1 Setup. CtrlCE accomplishes “no personalization” by rank-
ing documents using query-document score 𝑠𝑞

𝑑
and dropping user-

document score 𝑠𝑢
𝑑
. We compare this to the retrieval-augmented

baseline RetAugCE. Here, “no personalization” is accomplished by
only inputting query-document pairs into RetAugCE, dropping a
retrieved document from 𝐷𝑢 . In this setup, a controllable model
must perform at par with a non-personalized cross-encoder.

6.1.2 Results. In Table 3 we see that dropping personalization from
CtrlCE reverts it to perform similar to a non-personalized cross-
encoder CrossEnc, indicating its ability to maintain performance
while accomplishing a “no personalization” control action. On the
other hand, RetAugCE sees a large drop in performance from not
using the retrieved context indicating it to be a much harder model
to control. Note also, that ranking for “no personalization” may be
accomplished efficiently through per-query cached representations,
not requiring repeated forward passes through CtrlCE.

6.2 Selective control evaluation

To demonstrate that CtrlCE selectively highlights the queries
which would benefit from user control we show how the mixing
model (𝑔Mix) also serves as a performance predictor for the cross-
encoder model (𝑓CE) by evaluating its calibration performance – i.e
the ability of 𝑔Mix scores to be proportional to the ranking perfor-
mance of 𝑓CE. This enables system designers to use 𝑔Mix to identify
queries where CtrlCE will rely more heavily on 𝑓Mem and where
user over P𝑢 may improve performance. We report results in Table
4 and Figure 3. Finally, we present a small-scale case study to high-
light the queries which 𝑔Mix selects for personalization in Table 5.

6.2.1 Setup. We measure calibration performance with the Pear-
son correlation between the score𝑤 produced by 𝑔Mix for the top-1
document for each query and the NDCG@10 metric for 𝑓CE. To
compute this metric, we bucket all the queries in our test set into
100 equal-sized buckets based on the value of𝑤 for the top retrieved
document for a query. Then we compute the average NDCG@10
for the queries within each bucket. Finally, we measure the Pearson
correlation between the lower edge of each bucket and the average
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Table 4: The Pearson correlation between scores produced

by the mixing model 𝑔Mix and NDCG@10 for 𝑓CE. CtrlCEIt
and CtrlCECV are compared against the respective models

trained without a calibrating objective.

Comp Sci Physics Pol Sci Psych

Model 𝑓CE 𝑓CE 𝑓CE 𝑓CE

CtrlCEIt 0.81 0.90 0.73 0.86

– no calibration 0.13 0.54 0.48 0.62

CtrlCECV 0.73 0.90 0.76 0.95

– no calibration 0.22 0.92 0.42 0.38

(a) CtrlCECV in Comp Sci (b) CtrlCECV in Physics

(c) CtrlCECV in Pol Sci (d) CtrlCECV in Psych

Figure 3: Scores produced by the mixing model 𝑔Mix used

to combine 𝑓CE and 𝑓Mem (Equation (1)) plotted against the

NDCG@10 for 𝑓CE. CtrlCECV (blue) is compared against

a model trained without a calibrated objective (pink). Our

calibrated objective ensures that 𝑔Mix scores are proportional

to 𝑓CE performance. CtrlCEIt shows identical trends.

NDCG@10 metric within each bucket while excluding buckets with
fewer than 50 queries. We also plot these values in Figure 3. We
compare CtrlCE (blue) to models trained without the calibrated
objective of Section 4.2 (pink).

6.2.2 Results. In Table 4 we note that the calibrated training of
CtrlCE results in 𝑔Mix being consistently linearly correlated with
the performance of 𝑓CE. We also note from Figure 3 that in the
absence of calibrated training the 𝑔Mix scores (pink) rarely track
the performance of 𝑓𝐶𝐸 . This not only results in poor performance
(see Table 2, “– no calibration” row) but also indicates that the
scores would not be useful for selectively soliciting user edits. The
strong correlation of the 𝑔Mix with 𝑓CE indicates its potential for
guiding users to provide control interactions for P𝑢 only when 𝑓CE
alone is likely to underperform.

6.2.3 Case study. In Table 5 we include a small-scale case study of
𝑔Mix outputs to illustrate queries selected for personalization. Here
we manually examine the queries that receive among the highest
and lowest weights from 𝑔Mix. For these queries, we examined the

Table 5: Example queries which 𝑔Mix predicts as likely to

require personalization (red). These queries have improved

performance inCtrlCE over 𝑓CE (“Gain”). On the other hand,

queries predicted as likely to perform well with 𝑓CE alone

see no improvement from personalization (green).

𝑔Mix Gain Query
ID Query text score NDCG@10 type

CS1 “normal integration survey” 0.15 +0.41 exploratory
CS2 “tense data mining for data fusion” 0.08 +0.40 ambiguous
CS3 “scale aware cnn pedestrian detection” 0.64 +0.00 unambiguous
CS4 “katyusha acceleration sgd” 0.63 -0.01 unambiguous
PS1 “worldwide research on probiotics” 0.06 +0.25 exploratory
PS2 “consumers’ willingness to pay for hale” 0.12 +0.22 ambiguous
PS3 “patent pools, competition, and innova-

tion, evidence from us industries”
0.50 +0.00 unambiguous

PS4 “co2 emissions in chinas lime industry” 0.45 -0.01 unambiguous

ranked documents by 𝑓CE and CtrlCE (i.e𝑤 · 𝑓CE + (1−𝑤) · 𝑓Mem)
and their relevance judgments. Queries with a low 𝑔Mix predicted
weight are likely to require personalization and in turn benefit from
user edits to P𝑢 . We show examples from CtrlCEIt predictions for
computer science and political science domains given the relative
ease of understanding these domains.

In Table 5 we see that 𝑔Mix commonly scores exploratory queries
( CS1 , PS1 ) and ambiguous look-up queries ( CS2 , PS2 ) with a
low score. In both these cases personalization based on 𝑓Mem plays
a greater role in producing ranked documents. In both these cases
we see that 𝑓Mem helps CtrlCE outperform 𝑓CE alone (positive
“CCE gain”). We also see that unambiguous look-up queries that
seek more specific relevant documents ( CS3-4 , PS3-4 ) result in
higher scores from 𝑔Mix for 𝑓CE. Consequently 𝑓CE and CtrlCE
perform nearly identically in these queries. This illustrates that𝑔Mix
successfully identifies queries that benefit from personalization and
could benefit from user edits to P𝑢 . Finally, we note that not all
queries with low values of𝑤 may benefit from edits to P𝑢 , e.g. some
could benefit from query reformulation. We leave the exploration of
finer-grained performance prediction to future work. Nevertheless,
our experiments show that 𝑔Mix remains calibrated and enables
obtaining user control for P𝑢 only when necessary.

6.3 Editability evaluation

We evaluate the controllability of the editable memories of CtrlCE
in a user study with realistic queries and user profiles. We ran our
user study with expert annotators interacting with interactive pro-
totypes of CtrlCEIt and CtrlCECV. Through our study, we aim to
answer the research question: Are users able to improve the search
performance for CtrlCEIt and CtrlCECV through interaction with
user profiles, P𝑢? Table 6 and Section 6.3.3 present our results.

6.3.1 Data and Model Setup. Our user study was run as an expert-
driven user study with two computer science annotators. Our an-
notators interacted with an interactive prototype of CtrlCE and
judged 45 realistic queries and their associated user profiles selected
from our Comp Sci evaluation dataset. Because we are primarily
interested in evaluating the controllability of editable memories in
CtrlCE we selected the 200 queries where 𝑔Mix scores indicated
that the query was most likely to benefit from personalization. This
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Table 6: User study evaluation of CtrlCEIt and CtrlCECV

demonstrating their ability to enable users to improve search

performance through interactions with a user profile.

CtrlCEIt CtrlCECV
NDCG@20 R@20 NDCG@20 R@20

Initial 0.7169 0.7549 0.7169 0.7549
Tuned 0.7537 0.8247

∗
0.7303 0.8139

∗∗

Gain +0.0368 +0.0698 +0.0134 +0.0590

set of queries is also likely to benefit from user control to P𝑢 . Next,
to prevent burdensome annotations we only retained queries that
had between 20-50 historical documents (𝐷𝑢 ). Next, for the 200
queries, our expert annotators indicated which queries were top-
ically familiar and of research interest to them – allowing them
to reasonably stand in as the original users for judging CtrlCE
rankings. This resulted in 45 queries for our user study. Our ex-
pert annotators were computer science researchers and part of the
authorship team. Both annotators had interests in design and AI,
had experience reading research papers, and were compensated
for their time. We opted for an expert-driven user study instead of
one with real users due to limits on the length of our user study.
Because not all queries require personalization a study that relies
on real users would need to be run for a longer period to ensure
that users organically made sufficient queries which required per-
sonalization and edits to their user profile. Instead, we conduct
careful evaluations of all parts of CtrlCE (Section 6.1-6.3.2) and
leave end-to-end evaluations over longer times to future work.

6.3.2 Study Procedure. To evaluate the controllability of theCtrlCE
models our user study was conducted in three phases: (A) Our an-
notators rated an initial ranked list from CtrlCEIt and CtrlCECV
for the relevance of documents, (B) Next, they tuned user profiles
with interactions (Section 4.3) which they judged would improve
the initial ranked list, and (C) They rated an updated ranked list of
documents produced as a result of the control action. The ratings
gathered from this procedure were used to measure the effect of
CtrlCE’s editable memories on search performance. To ensure that
our annotators made reasonable and unbiased ratings, we included
a guideline generation and agreement measurement phase in our
study. Further, we release the guidelines and generated ratings in
our code release to ensure transparency in the process. To measure
agreement, both annotators rated 15 shared queries and the ranked
lists from CtrlCEIt. Then, they met and resolved their rating dis-
agreements, and created an adjudicated set of ratings and rating
guidelines. We noted annotator agreement with the adjudicated
ratings to be Cohens 𝜅 = 0.81 and a rank-correlation of 𝜌 = 0.84,
indicating the annotation guideline to be sound and the annotators
in agreement. The guideline was then applied to 30 queries not used
for agreement measurements, and Table 6 reports these. In making
their ratings annotators first familiarized themselves with the user
profile and query, and then rated 𝐾 = 30 ranked documents on a
3-point scale. They reported spending 15-20 minutes per query.

6.3.3 Results. Table 6 presents the primary result of our user study.
We report NDCG and Recall at deeper ranks, 𝐾 = 20 to illustrate

how control over personalization improves the users’ ability to
explore collections – this is commonly done through exploring to
deeper rank positions. Because we gather ratings for 𝐾 = 30 we
report Recall@20. We report statistical significance at 𝑝 < 0.05 and
𝑝 < 0.10 with a paired t-test, denoted as ∗ and ∗∗.

From Table 6 we note that users were able to improve the perfor-
mance of CtrlCEIt by 5-10% and CtrlCECV by 2-8% across metrics,
with statistically significant improvements for R@20. Based on this
we answer our research question in the affirmative - users are able
to effectively interact with editable memories in CtrlCE to im-
prove search performance. Further, the larger improvements in
R@20 indicate that control interactions improve exploratory ability
than precision-oriented performance. We also note that larger-scale
studies may be needed to establish statistically significant improve-
ments in NDCG@20. Finally, our user study did not probe aspects
of interface usability or user trust from controllable personaliza-
tion, future work may probe these aspects further in longer-term
deployments in realistic application contexts.

7 Conclusion

In this paper, we introduce CtrlCE, a memory-augmented cross-
encoder for controllable personalized search. To facilitate control
while achieving strong ranking performance, we augment expres-
sive cross-encoder models with editable memories of user docu-
ments. To ensure that our expressive cross-encoder is able to in-
teract with a multi-vector user memory we formulate it as a novel
embedding cross-encoder. Further, we introduce a calibrated mix-
ing model that indicates when queries benefit from personalization
and in turn from greater user interactions. In experiments on four
scientific domains, we demonstrate CtrlCE to improve upon a
wide variety of standard prior methods spanning, sparse, dense,
cross-encoder, and personalized approaches. We demonstrate the
controllability of CtrlCE through experiments demonstrating its
ability to support a “no personalization” interaction. In calibration
evaluations and a case study, we demonstrate its ability to seek user
interaction only when necessary. Finally, in a user study we demon-
strate that when user interactions are sought, interaction with item
and concept-based profiles successfully improves performance.
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