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Abstract

Exposure to hate speech and toxic content can lead to significant
psychological harm, including increased stress and anxiety levels.
Content moderators are particularly vulnerable due to their pro-
longed exposure to such harmful material. Hate speech presents
unique challenges as it targets specific individuals and communi-
ties. To alleviate the mental burden associated with moderating
harmful text, this work explores the effect of targeted content on
emotional distress and investigates whether target substitution can
reduce this burden and its effect in accuracy of the moderators.
Our approach involves substituting the original target entity and
all associated references in hate speech with a corresponding fic-
tional character thereby implementing a de-identification process
with the aim of retaining the semantic integrity of the content.
We conduct both automated and human-based evaluations of this
approach, assessing its emotional impact and moderation accuracy.
Our findings show that target substitution significantly reduces
emotional distress across all evaluated groups, though with a trade-
off in accuracy. Additionally, we observe that moderators achieve
the highest accuracy when the content’s target aligns with their
demographic background—a pattern that persists even after tar-
get substitution. Additionally, our study highlights the cumulative
impact of prolonged exposure to hate speech, showing that modera-
tors experience increased emotional distress over time, particularly
in non-targeted scenarios. Despite this, target substitution consis-
tently mitigates distress while maintaining moderation efficacy.
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1 Introduction

The negative impact of hate speech has intensified in the digital era.
Online hate speech has significant societal impacts, including the
potential to incite violence and perpetuate discrimination against
individuals and groups based on race, ethnicity, religion, nationality,
socioeconomic status, gender, sexual orientation, disability, and
etc [8]. The United Nations defines hate speech as "any kind of
communication in speech, writing or behaviour, that attacks or
uses pejorative or discriminatory language with reference to a
person or a group on the basis of who they are" [35].

Exposure to hate speech and toxic content can lead to harmful
psychological effects, including increase stress and anxiety [27].
This problem can be elevated in people who are exposed to harmful
content for prolonged times such as content moderators and anno-
tators. AlEmadi and Zaghouani [3] highlight that such exposure
can lead to mental health challenges, including anxiety, depression,
and symptoms akin to post-traumatic stress disorder (PTSD). A
recent article in The Guardian [33] reported that over 140 Facebook
content moderators have been diagnosed with severe PTSD.

Although automated approaches, such as supervised machine
learning, deep learning methods [18, 42], and more recently, large
language models (LLMs), have been employed to assist humans in
the complex task of hate speech detection [20, 24, 30], human mod-
erators remain essential. This necessity arises for several factors.
First, the high accuracy requirements for automated systems [32],
which current models often fail to meet, because hate speech de-
tection, demands an understanding of nuanced context, sarcasm,
humor, cultural subtleties [14, 19, 41], as well as implicit, subtly
expressed, or indirect forms of hate speech [21]. Second, to train
these models we still need human-annotated data.
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To support human moderators in detecting hate speech, this
paper explores whether the perceived harmfulness of the textual
content can be mitigated by altering the target while still having a
high quality moderation system. Our approach involves identifying
target spans within hate speech and leveraging large language
models (LLMs) to replace these spans with fictional characters (see
Figure 1 for an example!.). We study whether de-identification in
the content can decrease the emotional burden on moderators by
dissociating them from the content that is targeted towards real
communities while retaining the necessary context for moderation.

To evaluate the effectiveness of target substitution, we first de-
velop an automated moderation system leveraging LLMs and test
its performance across a wide range of contents. Next, we assess
its effects on human moderators via a user study. Finally, we com-
pare the outputs of the automated system with those of human
moderators to determine alignment and consistency.

We introduce two metrics to evaluate the emotional impact of
content moderation, namely Negative Intensity (NI) and Emotional
Distress (ED). Negative Intensity (NI) refers to the perceived inten-
sity in the content, encompassing the harshness of the language, the
intent and severity of the message. Emotional Distress (ED) is a sub-
jective measure in which individuals rate the level of distress caused
by the given content. Additionally, we assess moderator accuracy
in correctly identifying and flagging content as hate speech.

The moderation system operates in two settings: one with un-
modified original content and another with substituted content,
where the target is replaced with fictional characters. Both the
automated system and human moderators are tasked with mod-
erating the original content (control) and the substituted content
(treatment). The study reveals that target substitution significantly
reduces emotional distress and negative intensity across all evalu-
ated groups, while maintaining moderation accuracy to a reason-
able extent. However, a trade-off is observed, as accuracy declines
in both automated and human moderation settings. Additionally,
moderators demonstrate higher accuracy when the content aligns
with their own demographic background, a pattern that persists
even after substitution. Automated moderation systems also show
reduced ED and NI when substitution is applied. However, they
tend to predict higher distress compared to human moderators and
lower NI than humans.

In summary, our contributions are as follows:

e We propose and evaluate textual obfuscation method based
on a novel target substitution approach, that aims to mitigate
the psychological burden on moderators while preserving
content interpretability by replacing the original target of
hate speech with fictional characters.

e We conduct both automated (LLM-based) and human-based
evaluations, assessing the impact of target substitution on
emotional distress (ED), negative intensity (NI), and modera-
tion accuracy.

o Our results demonstrate that target substitution significantly
reduces distress and perceived intensity across all evaluated
groups, with a trade-off in moderation accuracy observed in
both human and automated moderation settings.

The examples are not an actual hate speech
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e We examine the impact of prolonged exposure to harmful
content, showing that moderators experience increased dis-
tress over time, particularly when moderating non-targeted
content. However, substitution consistently mitigates this
effect.

2 Related Work

Hate speech and toxic content moderation present significant chal-
lenges, requiring a balance between protecting individuals and
vulnerable communities from harmful content while upholding the
principles of freedom of speech [34].

2.1 Automatic Hate Speech Detection

Automated approaches have been developed to assist in content
moderation by identifying and filtering harmful speech and reduc-
ing human exposure to distressing content. To this end, various
machine learning and deep learning-based methods have been ex-
plored for textual hate speech detection, including LSTMs [25, 36],
CNNs [9], and Transformer-based architectures [37]. Specialized
models such as HateBERT [4] for abusive language detection, as well
as GPT-2-based [40] and LLM-driven approaches [20, 24, 26, 30],
have further advanced automated moderation systems.

While these models improve moderation efficiency, they remain
imperfect and cannot fully replace human moderators due to several
limitations: (1) difficulties in capturing cultural nuances [16, 17,
21] and contextual subtleties [23]; (2) lack of interpretability and
explainability, limiting the trust in automated decisions [18]; (3)
biases in ML models and LLMs due to biased training data [12]; and
sensitivity of LLM outputs to prompt instructions [20]. Moreover,
automated systems still require human-annotated training datasets
for supervised learning [13], necessitating human oversight.

Given the inherent limitations of automated moderation, human
moderators remain essential for addressing the performance gaps
in automated approaches. Recognizing the psychological burden
placed on human moderators, recent research has explored solu-
tions to mitigate their distress and improve working conditions.

2.2 Mitigating Harms on Moderators

Existing literature explores various approaches to reduce the emo-
tional burden associated with content moderation, which can be
broadly categorized into two strategies: supporting moderators post-
exposure and mitigating exposure risks.

2.2.1 Post-Exposure Support Strategies. Several studies focus on
alleviating the psychological harm moderators experience after ex-
posure to harmful content. Spence et al. [31] conducted interviews
with 11 moderators and identified key factors that help mitigate
distress, including social support, fostering supportive relation-
ships, normalizing reactions, and reducing feelings of isolation.
Similarly, Scott et al. [29] advocate for trauma-informed design
principles in social media and online platforms to minimize long-
term harm and promote psychological recovery.

2.2.2  Reducing Exposure to Harmful Content. Other approaches
aim to minimize direct exposure to distressing content while moder-
ating. Several studies have explored methods to reduce the psycho-
logical burden for visual content moderators by obfuscating harmful
imagery [6, 7].By blurring images. Das et al. [7] demonstrate that
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image blurring effectively reduces distress without significantly
affecting moderation accuracy. Additionally, Lee et al. [16] examine
six intervention techniques designed to mitigate negative emo-
tions among video content moderators. Beyond obfuscation, Cook
et al. [5] investigate the use of positive emotional stimuli between
moderation sessions, finding that an important factor in negative
emotions is the prolonged exposure to harmful content, and that
inserting positive stimuli, may induce compassion fatigue due to
its contrastive nature with negative content.

While these studies primarily focus on mitigating distress for
image and video content moderators, our study is the first to ex-
plore an approach for obfuscating textual hate speech to reduce
emotional distress. Our approach is similar in concept to image
blurring, but for text. By “blurring” the target (substituting it with a
fictional character) we reduce moderator stress but still allow them
to identify harmful content. Crucially, our method preserves the
content’s integrity and ensures it remains within the boundaries of
free speech.

3 Methodology

In this section, we present an overview of the target substitution
approach, which consists of two key components: identifying the
targets and substituting them with fictional entities.

3.1 Target Identification

This step involves identifying text spans within content that refer-
ence a targeted individual or community. For example:

I think bakers always ruin the best recipes when mak-
ing bread.

The identified target spans are “bakers” and making “bread”, as they
explicitly reference a specific group and an associated activity or
characteristic related to that group. Identifying both the entity and
its contextual attributes is essential for effective substitution while
preserving the overall meaning of the content. Manual identifica-
tion of target spans is both time-consuming and impractical. To
address this, we leverage a semi-automatically labeled dataset from
TargetDetect [15]. This dataset employs a pooling methodology to
extract target spans, combining the capabilities of large language
models (LLMs) with human evaluation. It builds upon publicly
available implicit hate speech datasets, including DynaHate [38],
IHC [11], and SBIC [28].

3.2 Target Substitution

Following the identification of target spans in the previous step, we
replace these target spans with fictional entities and characteristics.
To achieve this, we utilize gpt4o-mini? LLM and employ a few-shot
prompting strategy to instruct the LLM to substitute the input spans
with fictional characters.

To ensure the modifications maintain the content’s integrity,
we follow two key principles: 1) Avoid overly altering the text to
the point where it becomes unmoderatable. 2) Prevent replacing
targeted communities with potentially offensive characters. 3) Re-
placed fictional characters have some similarity to the target of the
content for better moderation practice. To uphold these principles,

Zhttps://platform.openai.com/docs/models#gpt-40-mini

we carefully tune our prompts to guide the LLM in generating sub-
stitutions that align with the original content. Below is an example
of the prompt used for target substitution:

Prompt: Given the post and the targets in the post (provided in the
order they appear in the text), replace the exact matches of the targets
with semantically similar, fictional characteristics. Only replace the
specified targets and leave the rest of the text unchanged.

4 Experimental Setup

We evaluate the effectiveness of a moderation system by examining
the impact of applying target substitution to the content under
review. The goal is to determine whether this smoothing approach
improves the moderation outcomes.

To achieve this, we first define the evaluation metrics used to as-
sess the system’s performance. Following this, we provide detailed
descriptions of both the LLM-Based Moderation System and the
Human-Based Moderation System. Next, we introduce the Datasets
and finally the models used in automated moderation system.

4.1 Evaluation Metrics

4.1.1 Accuracy measures the ability of humans or LLMs to cor-
rectly classify a given piece of content as hate speech or not hate
speech. Specifically, we compare the classifications provided by

humans or LLMs against ground-truth labels from previously an-

. C tly classified|
notated datasets i.e., Accuracy = %

Policy Definition Levels NI Rating
Content includes literal killing, Tier 1 Extremely In-
death/eliminatyion, physical harm, or vio- tense

lence against individuals or groups based on
their characteristics, or promotes or glorifies
harm or violence against individuals or groups.

Content targets individuals or groups based on  Tier 2 Intense
their characteristics by dehumanizing them, such
as comparing them to animals or other degrading
things, and by nonviolent characterizations using

derogatory terms, slurs, and insults.

Slightly
Intense

Content portrays individuals or groups nega- Tier 3
tively through nonviolent stereotypes or char-
acterizations based on their characteristics, ex-

presses disagreement with their right to exist, or
challenges claims about attempts to change their
existence.

Table 1: Policy Tier and Negative Intensity Rating. A content that
violates policy tier 1 should be rated as extremely intense.

4.1.2  Negative Intensity (NI) refers to the measure the perceived
intensity of a given content. This metric aims to minimize subjec-
tivity by rating the content itself—its language, tone, and overall
harshness. NI serves as an indicator of the harmful nature of textual
content, capturing the presence of derogatory and dehumanizing
language, offensive terms, or other negative attributes.

NI is rated on a scale from slightly intense to extremely intense.
For assigning NI ratings, Facebook hate speech policy? is used as
a reference, which categorizes hate speech into three tiers—Tier

3https://transparency.meta.com/policies/community-standards/hate-speech/
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1, Tier 2, and Tier 3—according to their level of harmfulness. This
means that to rate the NI, first we check which policy tier it violates
then we can map the tiers to intensity levels (shown in Table 1.)
For instance, content classified under Tier 1—which includes the
most severe forms of hate speech—receives the highest NI rating
(e.g., extremely intense). In contrast, content falling under Tier 3,
which is comparatively less harmful, is rated as slightly intense.

4.1.3  Emotional Distress (ED) This is a subjective metric designed
to capture the perceived distress caused by content to the individ-
ual moderator. Moderators are asked to rate their own emotional
distress elicited by the content on a scale from 0 to 10, where: 0
indicates “no distress at all” and 10 indicates ‘extremely distress-
ing”. This measure enables the analysis of whether specific types
of content evoke differing levels of emotional distress based on
individual moderator characteristics or the predicted sensitivity in
the automated approach.

4.2 Automated Moderation

To simulate human moderation at a larger scale, we design an
automated moderation system using large language models (LLMs)
to replicate human decision-making in content moderation. This
system operates in two distinct settings: Targeted and Not Targeted.

In the Not Targeted setting, the LLM performs the moderation
task without any additional contextual information about the target.
In contrast, the Targeted setting provides the LLM with contextual
details regarding the characteristics of the target referenced in the
content. To incorporate this contextual information, the prompt
is enhanced using the original target spans and structured as fol-
lows: “How would a person with [target] characteristics perform the
following tasks?”

This instruction guides the LLM to evaluate content from the
perspective of an individual in the referenced target group.

The automatic moderation system comprises three key tasks:
1) Hate Speech Classification: To evaluate overall accuracy. 2)
Measuring Negative Intensity (NI): To assess the severity of
the harmful content. 3) Measuring Emotional Distress (ED): To
gauge the emotional impact of the content on moderators.

4.2.1 Hate Speech Classification This task is asked to classify given
content as either hate speech or not. Given the content and a model,
the prompt is structured as follows: Determine if the [content] con-
stitutes hate speech or not. The output generated by the model is
used as the predicted annotation.

4.2.2 Negative Intensity (NI) Measurement To measure Negative
Intensity (NI), we deploy an approach inspired by the Chain-of-
Thought (CoT) framework [39], utilizing step-by-step reasoning.
The process is outlined as follows:

(1) Policy Mapping: The LLM is first instructed to analyze the
given content and, if classified as hate speech in the previous
task, assign it to one of the three policy tiers (defined in
Section 4.1.2), denoted as 7 € {1, 2, 3}. For content classified
as non-hateful, Tier 0 is automatically assigned, indicating no
negative intensity. Additionally, the LLM generates a policy
explanation &, providing the rationale for the selected tier 7.

(2) Negative Intensity Rating: The prompt is augmented with
the policy tier 7 and the explanation & obtained from the

Jafari et al.

policy mapping step. This enhanced prompt instructs the
LLM to evaluate the negative intensity of the content, taking
into account both the policy tier 7 and the rationale . The
LLM then assigns a numerical rating to the content, reflecting
the degree of negativity or harmfulness it perceives.

Final prompt for Negative Intensity rating is as follows:

Given the [content], the policy tier [t], and the explanation [E],
output the intensity of the post using following guideline: For policy
tier 1 output “extremely intense’, for tier 2 output “intense” and for
tier 3 output “slightly intense”.

Our preliminary results demonstrated that the Chain-of-Thought
methodology produces higher quality and more reliable outputs
compared to directly prompting the LLM to rate the negative inten-
sity of the content. This structured approach yields more nuanced
evaluations, reduces ambiguity, and ensures better alignment with
human assessments.

4.2.3  Emotional Distress (ED) measurement To assess Emotional
Distress (ED), the LLM is prompted to evaluate the emotional impact
of a given content. The model assigns a rating on a scale from 0 to
10, where 0 indicates no distress and 10 represents extreme ED.

The final prompt for ED rating is as follows: Given the [content],
output the rate of emotional distress caused by it to humans on a scale
of 0 to 10.

4.3 Human Moderation

For the human moderation, we recruited participants from 3 differ-
ent protected communities. These communities are Women, LGBTQ
community, and Muslims. The age range is between 18-34 and the
participants are university students. Each participant completed
40 tasks and were paid $10 US dollars for completing the study.
Participants completed tasks across four sessions, each consisting
of 10 tasks. Two of these sessions were targeted, featuring content
tailored to the participants’ community, while the other two were
not targeted, presenting random content from various communi-
ties excluding their own community. To study the effect of “target
substitution”, the targeted and not targeted sessions are grouped
into substituted (treatment group) and not substituted targets (con-
trol group). The order of the sessions was randomized for each
participant to eliminate ordering effects. Participants in the same
community are divided into two equal groups. Each group received
the same content related to their community; however, the substi-
tution of targets is flipped between the groups i.e., if the first group
views content in its substituted form, the second group views the
same content in its non-substituted form. This design ensures a
balanced, between-subjects comparison to evaluate the effects of
target substitution. Figure 2 provides an overview of the procedure.

Each participant were first assigned to a group based on their
background. Participants were then asked to rate their emotional
distress before beginning the moderation. Next, participants com-
pleted four sessions presented in random order. At the end of each
session, they were asked to rate their emotional distress again. Each
participant viewed two sessions from the Control and two sessions
from the Treatment group, which featured substituted content.

As previously mentioned, each session comprises 10 tasks. Each
task presents a sample of content from publicly available, pre-
annotated hate speech datasets and asks participants to answer
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Targeted Not Targeted

I:l Original content

D Substituted content

Targeted Not Targeted

Group A
Participants
withthe | _
Same
background R Q

Group B § ﬁ

\
T
Control

Y
Treatment

Figure 2: The procedure for human moderation system. Participants from the same background are divided into two groups: Group A receives
the substituted content, while Group B receives the original content. Identical colors indicate the same content.

“How awful. You're shape-shifter AND a sorceress?!”
Please answer the following questions related to the above statement.

1) Please indicate who is the target of the above statement.

L 1]

2) Choose one of the options below for the above statement.

Q The above statementis  Q The above statement is NOT
harmful/harmful harmful/harmful

3) Which of the following policy tiers does the above statement violate?

Q PolicyTier1 O Policy Tier 2 O Policy Tier 3
4) Please rate the negative intensity of the above statement.

QO Extremely Intense O Intense O Slightly Intense

5) On a scale of 1 to 10 how emotionally distressing above statement is?

O Notdistressing O Somewhat distressing O Extremely distressing
1 5 10

6) In a few words explain your rating for emotional distress in the
question above.

I

Figure 3: An example of a single task performed by a participant.

6 questions. Details of the questions and a prototype for a single
task are shown in Figure 3.

4.4 Datasets

Here we provide details of the datasets used in our experiments.
We utilize the TargetDetect dataset introduced by Jafari et al. [15],
which builds upon and extends existing datasets, including the
IHC, DynaHate, and SBIC. The TargetDetect dataset enhances these
datasets by incorporating target spans through a pooling-based
approach. These extended versions enable us to leverage the anno-
tated target spans effectively for the target substitution. We utilize
this dataset in full test-set scale for automated moderation system
and its subsample for human moderation system.

For the automated system, all the test sets from the TargetDetect
dataset is used. In total we have 6161 contents across three test sets

and 220 unique targeted communities. The number of targets is
derived by mapping the target spans from the TargetDetect dataset
to their corresponding target groups. We removed redundant target
names and standardized all target group representations.

For the human moderation system, we create a subsample of the
TargetDetect dataset, focusing on specific targeted groups. From the
dataset, we randomly select 20 samples for each of the following
three protected groups: Woman, LGBTQ, and Muslim. Each group’s
20 samples are evenly divided into two categories of Substituted
Content: 10 samples where target spans have been substituted and
Non-Substituted Content: 10 samples with original, unmodified
text. Within each of these 10 samples, 8 are labeled as hate speech,
targeting the respective community, and 2 are labeled as not hate
speech, mentioning the community but without hateful content.

Each moderator annotates 40 samples, including 20 targeting
their background and 20 evenly subsampled from the other four
categories. Among these additional samples, 10 are substituted for
target spans, while the remaining 10 retain their original content.
We ensure same label distribution in that set (8 for hate speech and
2 for not hate speech).

4.5 LLMs used in Automated Moderation

For the automated moderation system, we evaluate five large lan-
guage models (LLMs):

Llama-3.1-8B-Inst [10]: An 8-billion parameter instruction tuned
Llama3.1 optimized for general NLP tasks.

Llama-3.1-70B-Inst [10]: A larger 70-billion parameter instruction
tuned Llama3.1 offering improved contextual understanding.
Mistral-8B-Inst [1]: A fine-tuned 8-billion parameter Mistral LLM
designed for instruction-based tasks.

Mistral-Nemo-Inst [2]: A 12-billion parameter Mistral fine-tuned
for dialogue and task-specific instructions.

gpt4-o-mini [22]A lightweight variant of GPT-40 optimized for
efficiency and language understanding.

5 Results

In this section, we present the results for two moderation settings:
an automatic system and a human-based system. For the automatic
moderation system, we used five LLMs. For the human-based sys-
tem, we recruited 25 participants from diverse three targeted groups.
Among the participants, 9 belonged to the "women" targeted group,
7 to the "Muslims," 9 to the LGBTQ community.
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Figure 4: Results for the LLM based Moderation System reported for three metrics of ED, NI and Accuracy.

The results report the three metrics introduced in Section 4.1.
ED and NI scores are normalized to a range between 0 and 1 to
ensure consistency across evaluations. Additionally, we provide
a comparative analysis of the performance of the automatic and
human-based moderation systems using identical samples. The
results are categorized into two settings: Targeted (T) and Not Tar-
geted (—T). Substitution was applied to these settings, resulting in
the Substituted Targeted (ST) and Substituted Not Targeted (S—T)
groups. We compare the Targeted and Not Targeted scenarios (con-
trol group) with their substituted counterparts (treatment group)
to evaluate the impact of substitution.

5.1 Automatic Moderation System

Figure 4 presents the results of the automatic moderation system
across all 6,161 test set samples, encompassing 220 unique targets.
The results are presented as average score for each metric in 4
settings (T, ST, =T and S—T).

5.1.1 Emotional Distress (ED) The findings demonstrate that ap-
plying substitution consistently reduces the average predicted emo-
tional distress (ED) rating across all five LLMs. Overall, the ED
rating decreases from 0.6 to 0.39, representing a substantial 35%
reduction (T + =T vs. ST + S—T).

Among the five models, Mistral-Nemo-Inst exhibits the highest
reduction, with a 45% decrease in ED between the control and
treatment groups, while Llama-3.1-8B-Inst shows the smallest re-
duction at 23%. On average, the LLMs predict an ED rating of 0.63
for targeted (T), which drops significantly to 0.43 for substituted
targeted (ST), with a decrease of 33%. Similarly, for non-targeted
(=T), the average rating of 0.57 declines to 0.35 with substitution
(S—T). These results indicate that LLMs consistently assign slightly
higher ED ratings to targeted content compared to non-targeted
content. Statistical analysis further supports these observations.
Welch’s t-test between the control and treatment groups revealed
statistically significant differences in all scenarios, including the
transitions from T to ST and —T to S—T, with a p-value of < 0.05.

5.1.2  Negative Intensity (NI) A A similar trend is observed in the
Negative Intensity (NI) ratings, where applying substitution results
in significantly lower NI predictions across all models, with statis-
tical significance (p-value < 0.05). On average, NI decreases from
0.54 to 0.40 for targeted content (a 25% reduction) and from 0.55 to
0.37 for non-targeted content (a 31% reduction).

The smaller decrease in NI ratings vs. ED suggests NI is more in-
fluenced by overall language, which remains unchanged. However,
the significant NI drop after substitution indicates that depersonal-
izing the target reduces perceived intensity, even without altering
tone or structure.

5.1.3  Accuracy Applying substitution also results in a drop in
accuracy of LLMs for hate speech classification. We observe that
the overall accuracy decreases by 22%, with a 21% drop from T
to ST and a 27% drop from =T to S—T. Interestingly, the average
accuracy of the five LLMs is higher (0.8) for targeted scenarios (T).
When the same data is presented without the targeted context (i.e.,
—T), the average accuracy slightly decreases to 0.78. For substituted
targeted (ST) scenarios, the accuracy further drops to 0.64, and for
substituted non-targeted (S—T) scenarios, it is 0.57. These results
suggest that adding a contextual prompt such as “How would a
person of <target> characteristics determine if the content is hate
speech or not?” enables the LLMs to perform better overall.

Welch’s t-test conducted between control (T +—T) and treatment
groups (vs. ST + S—T) for all five LLMs in all three metrics yielded
statistically significant results (p-value < 0.05).

In summary, based on the automated moderation system, we
observe that LLMs consistently generate lower ED and NI scores
after substitution with a trade-off in drop in accuracy.

Metrics Tested Groups p-value
T — ST 0.019
ED -T — ST 0.003
T+-T—ST+S=-T 0.000
T — ST 0.019
NI -T — ST 0.000
T+-T —ST+S=-T 0.000
T — ST 0.000
Acc -T — ST 0.121
T+-T—ST+S-T 0.008

Table 2: Statistical significance test based on Welch’s t-test for hu-
man moderation. P-value< 0.05 suggests a statistically significant
difference which is shown in bold.
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5.2 Human Moderation System

The results from the human moderation are presented in Figure 5.
We report aggregated results for all participants, and a breakdown
by the targeted groups: women, LGBTQ, and Muslims. The results
are presented as the average score for each metric in 4 sessions.

5.2.1 Emotional Distress (ED) As shown in the left panel of Figure 5,
applying substitution leads to a consistent and notable reduction
in emotional distress across all groups. The aggregated ED score
decreases from 0.54 in the targeted (T) scenario to 0.46 in the sub-
stituted targeted (ST) scenario, representing a 15% reduction. For
the non-targeted scenario (—T), ED drops from 0.57 to 0.42 (26%
reduction) after substitution (S—T). These results indicate that sub-
stitution significantly mitigates emotional distress for all groups
and scenarios. Among the individual groups, Women reported the
highest ED for T and =T, while LGBTQ reported the lowest ED over-
all. It is important to note that the participants in this study are not
exclusively in one target group meaning that, they can identify with
several targeted communities. For example among 9 individuals in
LGBTQ community, 8 of them also identify as woman. Therefore,
higher emotional distress and negative intensity observed in the
LGBTQ community for =T may indicate the intersectionality of
individuals’ identities and their ratings, as several of these examples
also align with the targets associated with other groups.

5.2.2  Negative Intensity (NI). The middle panel of Figure 5 shows
a similar trend for negative intensity. The aggregated NI scores de-
crease from 0.59 (T + —T) to 0.45 (ST + S—T), with a 24% reduction.
It decreases from 0.57 to 0.47 for Targeted scenario and for non-
Targeted scenario, the NI score drops from 0.62 (=T) to 0.43 (S=T),
representing a 30% reduction. Across all groups, substitution effec-
tively reduces NI, with the LGBTQ group experiencing the largest
decrease. These findings re-instates the impact of substitution in
reducing the perceived negativity of hate speech content.

5.2.3 Accuracy The right panel of Figure 5 illustrates the impact
of substitution on participant accuracy. Overall, accuracy decreases
from 0.83 to 0.72, representing a 13% reduction. For targeted content
(T), accuracy decreases by 10%, while for non-targeted content, accu-
racy drops from 0.82 (=T) to 0.69 (S—T), reflecting a 16% reduction.
Despite this decline, participants consistently demonstrated higher
accuracy for targeted scenarios (T) compared to non-targeted ones
(=T). This pattern persists even after substitution, indicating that
participants perform better when content is aligned with their own
community’s context. Among the groups, Women exhibited the
highest accuracy when annotating content related to their own
group. Even after substitution (ST), their accuracy remained higher
compared to non-targeted scenarios (—T).

5.2.4 Statistical Analysis We performed Welch’s T-test on the human-
based moderation system, and the p-values are reported in Table 2.
The t-test was conducted between the control groups (T, —=T) and
the treatment groups (ST, S—T) for all three metrics. As shown in
the table, statistically significant results are observed in all cases
except for accuracy between —T and S—T.

This suggests that while target substitution has a significant
impact on reducing emotional distress (ED) and negative inten-
sity (NI) across both targeted and non-targeted scenarios, its effect

on accuracy is less pronounced in non-targeted cases. The lack of
significance in accuracy between —T and S—T indicates that partic-
ipants are less affected by substitution in non-targeted scenarios
and were able to perform the annotation task with similar accuracy
for non-substituted and substituted content, while experiencing
significantly lower emotional distress.

5.2.5 Impact of Prolonged Exposure to Harmful Content Here, we
report the overall impact of prolonged exposure to harmful content
on participants’ emotional distress (ED).

To evaluate the effect of prolonged exposure, we calculated the
difference in ED levels between the beginning and after each ses-
sion. Specifically, we measured participants’ ED ratings at two key
points: before starting the moderation and after completing each
session, where they were exposed to 10 harmful contents per ses-
sion. For instance, to assess the ED after completing the T session,
we computed the change as A = T — Sy, where Sy represents the
participant’s ED at the beginning. This analysis includes responses
only from participants who successfully completed all tasks and
the end-of-session questions. As a result, the analysis is based on
data from 12 participants.

The results of this analysis are presented in Figure 6, illustrating
the A in ED levels after each session. The box plot reveals that
participants experienced an overall increase in emotional distress
after engaging with the moderation. Notably, exposure to original,
unsubstituted content (T and —T) resulted in higher increases in ED
with a median of +2 increase compared to the substituted content
(ST and S—T) with a median of +1. Additionally, the variance in ED
is higher for —T, as indicated by the larger interquartile range and
whiskers, suggesting that non-targeted harmful content elicited
more varied responses among participants. Outliers in T and -T
indicate heightened impact on some individuals from prolonged
exposure to harmful content.

Overall, these results suggest that target substitution helps mit-
igate the emotional burden associated with prolonged exposure
to harmful content, as participants exposed to substituted content
reported lower increases in distress. This reinforces the potential
of substitution techniques in reducing the psychological impact of
content moderation tasks especially for prolonged exposure.

5.3 Comparison between Automatic and
Human-Based Moderation Systems

Finally, we compare human outputs with LLM outputs using the
same content samples as in the user study rather than the 6,161
used previously. This means that the inputs provided to the LLM are
identical to those used for human evaluation across each targeted
category. The results are reported as aggregated outputs for both the
LLM and human moderators for three targeted groups in Figure 7.

Overall we see results in line with what we observed so far: sub-
stitution both in humans and LLMs results in reduced ED and NI
and a drop in accuracy. Moreover we see that LLM and human mod-
erators exhibit similar alignment in terms of accuracy. However, the
LLM tends to produce higher ratings for Emotional Distress (ED)
compared to human evaluations in targeted and non-targeted sce-
narios. LLM also show more dramatic drop in ED with 30%, when
the target is substituted whereas humans show more subtle drop
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18%. These discrepancies highlight the differences in human emo-
tion and perceived emotion by LLMs in performing such human
oriented tasks (emotional distress judgement). We also observe a
compatibility between LLM and human NI scores in the untargeted
scenario (—T and S—T). However, in the targeted scenario (T and
ST), the LLM exhibits lower NI ratings compared to human evalua-
tors. This discrepancy may be due to the LLM’s tendency to rely
more on explicit textual cues rather than implicit contextual under-
standing, making it less sensitive to nuanced meaning shifts that
humans naturally perceive. Additionally, human evaluators may
incorporate real-world knowledge and infer intent more effectively,
contributing to higher NI scores in the targeted scenario.

6 Conclusion

In this study, we investigated the impact of target substitution in
hate speech moderation across both automated and human-based
moderation systems. Our results demonstrate that target substi-
tution effectively reduces emotional distress (ED) and negative
intensity (NI) across all targeted groups. Additionally, human mod-
erators reported higher ED for non-targeted content compared to
targeted content on an individual basis. However, by the end of the
session, distress levels were similar across conditions, suggesting a
cumulative effect of prolonged exposure to hate speech. Moderation
accuracy declined by 22% in automated systems and 13% in humans
after substitution, indicating a trade-off between emotional relief
and detection performance. However, accuracy remained higher
when moderating content related to one’s community, emphasizing
the role of contextual familiarity.

These findings underscore the need to balance emotional well-
being and moderation quality in content moderation. While target
substitution effectively reduces emotional distress, further refine-
ments are needed to minimize its impact on accuracy. Optimizing
this approach can lead to more sustainable and ethical moderation
practices that prioritize both well-being and performance.
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