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ABSTRACT

LEVERAGING EXPLANATIONS FOR INFORMATION
RETRIEVAL SYSTEMS UNDER DATA SCARCITY

SEPTEMBER 2024

PUXUAN YU
B.Eng., WUHAN UNIVERSITY
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor James Allan and Professor Razieh Rahimi

The importance of explanations in the advance of information retrieval (IR) sys-
tems is on the rise. On one hand, this is driven by the increasing complexity of
IR systems and the demand for transparency and interpretability from users; on
the other hand, explanations can inherently improve the effectiveness of IR systems
without necessarily being displayed to users. However, the scarcity of data poses
significant challenges in developing these explanations, as acquiring high-quality ex-
planations for relevance judgments is prohibitively expensive yet crucial for training
neural network-based IR models and explanation generation models. To overcome
these challenges, we utilize open-domain knowledge and generative language models
to facilitate the generation of user-oriented explanations for various IR tasks limited

by data availability.
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We start by introducing a novel model-agnostic task for search result explanations
that emphasizes context-aware summaries, detailing each document’s relevance to the
query and other documents. To address this task, we design a novel Transformer-
based encoder-decoder architecture. Next, we develop an inherently explainable IR
model specifically designed to provide diversified reranking of retrieved documents.
This model is pre-trained on open-domain data using explanation tasks, achieving
state-of-the-art results in search result diversification with minimal domain-specific
data. Additionally, we explore how natural language explanations can enhance the
capabilities of generative language models to augment IR datasets through synthetic
query generation, achieved by automatically identifying similarities and differences
between document pairs. Finally, we utilize zero-shot generative language models to
directly elicit natural language explanations of relevance between search queries and
candidate documents, providing crucial auxiliary information for the calibration of

neural ranking models and thus enhancing their ability to generate meaningful scores.
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CHAPTER 1
INTRODUCTION

The concept of explanation in information retrieval (IR) is flexible and multi-
faceted, encompassing any element that enhances the clarity of an IR system. These
explanations can take various forms, such as snippets, highlighted terms or sentences,
natural language summaries, and simplified approximations of complex neural IR
models. Additionally, explanations in IR can be customized for diverse audiences,
including IR specialists, lawyers, regulators, regular search engine users, or even the
IR systems themselves. Thus, the relationship between explanations and IR systems
is complex.

The role of explanations is increasingly crucial in advancing IR systems for several
reasons. As search engines and recommendation systems become deeply integrated
into user-centric technologies, users face unprecedented information overload (Mon-
tebello, 1998)). Furthermore, as the algorithms and models powering these systems
grow more sophisticated, there is a rising skepticism about their reliability, as peo-
ple often distrust what they cannot understand. In this context, explanations not
only enhance user experience by helping users navigate vast amounts of information
more efficiently, but also foster trust by improving their understanding of the systems.
Moreover, as artificial intelligence (AI) models begin to exhibit human-like cognitive
traits, the concept of explanations extends beyond human audiences, also serving to
refine machine learning models and, consequently, the IR systems themselves.

Following our analysis of the roles explanations play in IR systems, we identify two

primary use cases: improving interpretability and enhancing effectiveness. To improve



interpretability, we aim to generate accurate and effective explanations. Conversely,
to enhance effectiveness, our goal is to refine IR systems—primarily by delivering
more relevant results—with the aid of explanations during key phases of model de-
velopment, such as training and inference. This dissertation examines both areas,
specifically targeting the needs of regular search engine users and machine-based ap-
plications. Since an enhanced search engine benefits all users, our overarching aim in
both scenarios is to enrich the user experience with the search engine.

Data scarcity poses a significant challenge for studying explanations and text
search systems. When aiming to enhance the interpretability of text search systems
by generating explanations, “gold” explanations—those that articulate the relevance
between a search query and a candidate document—become crucial for training and
evaluating such models. However, annotators expend considerably more effort provid-
ing these detailed justifications compared to simply rendering judgments, making the
acquisition of high-quality explanation data prohibitively expensive. Additionally, in
efforts to improve search systems’ ranking capabilities, the underlying neural rank-
ing models require substantial amounts of data to perform effectively. Consequently,
whether explanations are involved or not, neural ranking models consistently struggle
with the issue of data scarcity.

In terms of improving the interpretability of IR systems, providing concise and
natural language explanations on search engine result pages (SERPs) has proven to
be an easily understandable and widely accepted approach for normal search engine
users (Iwata et al., 2012a; |Rahimi et al.| 2021)). This strategy focuses on explaining the
outcomes of IR models, making it model-agnostic and highly adaptable. Currently, a
significant challenge with the organization of search results in modern search engines,
along with common explanation methods like keyphrase extraction (Zhang et al.
2019a) and snippet generation (Chen et al., 2020b)), is the insufficient differentiation

of relevant documents. For example, consider the titles “UMass Amherst - Campus



- University of Massachusetts” and “University of Massachusetts Amherst - Niche”
on the first SERP for the query “UMass Amherst” from Google Search. The titles
and snippets alone do not clearly distinguish between these two documents. Users
on information-seeking tasks must thoroughly examine both documents to determine
if their information needs are met. Instead, we propose explanations in context that
elucidate the relations and differences between documents on the SERP, enabling
users to easily identify relevant information and take subsequent actions. For instance,
by using explanations in context, we can specify that the first document discusses the
“inclusive culture” at UMass Ambherst, while the second does not, thereby saving
users from the need to extensively review both documents.

Additionally, offering more nuanced subtopics as explanations for under-specified
queries is closely linked to search result diversification, which aims to improve the
fairness of exposure of multiple subtopics in the final rankings. By first identifying
relevant subtopics in each of the top-ranked documents, an algorithm can then re-
rank these documents to enhance diversity. To simultaneously provide explanations
and achieve diversified ranking based on the explanations, the diversification model
should be end-to-end learnable, ensuring that interpretability is maintained without
compromising the effectiveness of the rankings. For effective end-to-end learning,
explanations must be grounded in the input queries and documents, and integrated
as an intrinsic component of the diversification model.

The two aforementioned tasks—generating explanations in context and integrat-
ing explanation with diversification—both confront the issue of data scarcity. Ideally,
training and evaluating such models would require expert annotators to identify rele-
vant subtopics of the original search query and map these to top-ranked documents.
However, this process is prohibitively expensive in practice. To address the data
scarcity problem, we exploit the similarity between the relation of section text to

headings in structured content on Wikipedia and the relation of document text to



explanations in text search engines. We have found that models can be pre-trained
using large-scale self-supervised data from open domains to achieve satisfactory per-
formance in real web search settings. These models can then be further fine-tuned
with minimal web search data to enhance their performance, demonstrating signifi-
cant transfer learning capabilities from resource-rich to resource-lean domains.

To address the data scarcity challenge in developing more effective text rank-
ing models, we combine natural language explanations with large language models
(LLMs). Recent advances have made automated language generation by LLMs more
accessible and cost-effective. We explore two applications of LLMs: offline data aug-
mentation using explanations, and online elicitation of reasoning and uncertainty
through explanations. In the first case, we focus on synthetic query generation, a
prevalent method for data augmentation in IR. We leverage the in-context learning
capabilities of LLMs to prompt the model to generate both explanations and syn-
thetic queries, forming more useful training data from pairs of source and contrasting
documents. In the second case, we address scale calibration, which requires that
ranking scores from neural ranking models be meaningful while facilitating effective
rankings. Due to the scarcity of training data labeled on the desired scale compared
to the size of neural ranking models, we use zero-shot LLMs to generate natural
language explanations as a medium for conveying reasoning and uncertainty. These
explanations serve as inputs to the neural ranker, significantly easing the training

burden and addressing the data scarcity issue.

1.1 Listwise Model-agnostic Explanation Generation for SERPs
We introduce a novel task named “Search Result Explanation” (SeRE) that fo-

cuses on generating multi-aspect summaries as explanations for all documents within

search engine result pages (SERPs) jointly. This task differs from previous re-

search (Rahimi et al.; 2021), which primarily focused on providing individual ex-



planations for documents, with each explanation focusing on a single query aspect.
The SeRE task consists of two sub-tasks: novelty explanation generation (NEG) and
comprehensive explanation generation (CEG). The difference is that, in the NEG
task, explanations for lower-ranked documents are required to avoid repetition of
query aspects already covered by higher-ranked documents. To train and evaluate
the SeRE task, we utilize the English Wikipedia to construct appropriate datasets.

To address this new task, we introduce modifications to the standard Transformer-
based encoder-decoder architecture. Our model, referred to as Listwise Explana-
tion Generator (LiEGe), incorporates a combination of local and newly proposed
global layers in the encoder. Furthermore, we enhance the decoder by introducing
a cross-document attention layer positioned between the original self-attention and
encoder-decoder attention layers. This adaptation enables the encoder-decoder model
to generate a single explanation per document, effectively utilizing other documents
as contextual information.

Our experimental results demonstrate the effectiveness of LiEGe in delivering
explanations for SERPs in both comprehensive explanation generation (CEG) and
novelty explanation generation (NEG) scenarios. Notably, LiEGe exhibits significant
improvements over state-of-the-art text generation techniques, with more notable
gains observed in the NEG sub-task. This outcome underscores the importance of
leveraging other documents as contextual information for NEG. In addition to utiliz-
ing automatically generated datasets from Wikipedia, we evaluate the performance
of LIEGe on MIMICS (Zamani et al., |2020), a more realistic Web Search dataset
derived from the Bing search engine. LiEGe proves to be effective in this real-world
dataset as well. Moreover, we observe that pre-training LiEGe on Wikipedia yields
additional enhancements in performance when applied to the MIMICS dataset.

The main contributions in this area include:



e Contribution 1.1. We establish a SERP explanation task (SeRE), wherein an
explanation is capable of encompassing multiple aspects and can be influenced
by the content of other documents within the SERP. We put forth two plausible
sub-tasks: comprehensive explanation generation (CEG) and novelty explana-

tion generation (NEG).

e Contribution 1.2. In order to facilitate the training and evaluation of models
for these sub-tasks, we develop techniques for constructing appropriate datasets
utilizing the English Wikipedia as a valuable resource. The abundance of data
available from Wikipedia proves advantageous for training Transformer-based
text generation models. We also propose the adaptation of MIMICS (Zamani

et al., [2020) as more realistic datasets for our proposed task.

o Contribution 1.3. We present a novel explanation generation model based on
the Transformer architecture, named Listwise Explanation Generator (LIEGe),
designed specifically for addressing the SeRE task. We conduct a comprehen-
sive set of experiments across multiple settings. Our experimental results con-
sistently demonstrate the effectiveness of LiEGe across both sub-tasks and all
train-evaluate settings. Additionally, our findings indicate successful knowl-
edge transfer from Wikipedia to MIMICS. Quantitatively, LiEGe surpasses the
strongest baseline model, BART (Lewis et al, 2020)) by 7.7% in the CEG sub-
task and by 27.1% in the NEG sub-task in terms of BLEU on MIMICS.

1.2 Intrinsically Explainable End-to-end Search Result Di-

versification
Model-agnostic explanations for search engine result pages (SERPs), as discussed
in Section [I.1] are independent of the underlying IR model’s decision-making pro-

cesses. This independence between the ranking and explanation generation processes



naturally raises the question: Is it feasible to generate explanations and perform rank-
ing simultaneously? Specifically, can an IR model generate aspect-like explanations
and rank documents based, at least in part, on these explanations?

Search result diversification (Santos et al., 2015) is an established task that in-
volves reranking documents to cover as many different query aspects as possible in
the top positions. When query aspects are explicitly known, either provided or de-
rived from external resources, these diversification models are intrinsically explain-
able; both the query aspects and the extent to which documents cover these aspects
are transparent and interpretable. However, traditional coverage-based SRD models
depend on external sources or systems, such as Google query suggestions, to obtain
query aspects. This reliance presents two major challenges: the query aspects used
for explanations are not sourced from the candidate documents themselves, which
may reduce their relevance and informativeness; additionally, separating explanation
generation from the ranking process can impair the performance of the ranking model.

We introduce a novel framework called Diversification Using Bottlenecks (DUB),
which incorporates a neural aspect extractor component to address these issues. The
DUB framework utilizes the principles of the Information Bottleneck method (Tishby
et al., [2000) to extract latent query aspects directly from candidate documents, op-
timizing them as bottlenecks for diversified reranking. The differentiable nature of
DUB'’s aspect extractor facilitates end-to-end learning of the entire framework, in-
cluding the text encoder and diversified ranker, using aspect-level relevance judgment
labels. Furthermore, when necessary, the latent query aspects can be translated into
natural language to provide explanations.

The scarcity of data, however, presents a significant challenge, as existing SRD
datasets do not offer adequate support for training our proposed framework. To
overcome this, we leverage the English Wikipedia to pre-train the more parameter-

intensive components of DUB on a related explanation task called aspect matching.



By pre-training part of the framework on Wikipedia and subsequently fine-tuning
it on dedicated SRD datasets, DUB achieves impressive diversification performance.
Compared to novelty-based (non-coverage) SRD approaches, DUB offers inherent
explainability. In comparison to other coverage-based approaches, DUB achieves a
similar level of explainability while eliminating the reliance on external sources for
providing query aspects, thus enhancing its utility and effectiveness.

The main contributions in this area include:

e Contribution 2.1. We introduce DUB, a novel end-to-end learnable search result
diversification framework comprising a text encoder, an aspect extractor, and
a diversified ranker. The aspect extractor processes passage representations
of top-ranked documents to produce optimized aspect representations for the

diversified ranking task.

e Contribution 2.2. We develop a unique training approach for DUB, beginning
with the initial training of part of the framework on the English Wikipedia,
followed by comprehensive end-to-end fine-tuning on dedicated SRD datasets.
Experimental results show that DUB outperforms the most robust existing SRD
approach by achieving a significant 4.3% improvement in a-nDCG@20, while

retaining its explainability advantage.

o Contribution 2.3. We conduct further analysis and reveal that the query aspects
generated by DUB align more closely with human judgments compared to other
methods that utilize external systems for automatic aspect generation. This

underscores DUB’s superior effectiveness in diversification.



1.3 Data Augmentation with Explanation-enhanced Large

Language Models

Besides enhancing the interpretability and trustworthiness of search results, as
discussed in Sections and explanations can also help address the data scarcity
problem in information retrieval in general. This is facilitated by the rapid devel-
opment of large language models (LLMs). Recent studies have explored the use
of LLMs in IR from various angles, including query generation (Dai et al., 2022;
Jeronymo et al., [2023; [Mayfield et al. 2023)), document generation (Askari et al.,
2023; |Gao et al, 2023), relevance feedback (Mackie et al., 2023), providing relevance
judgments (Faggioli et al., |2023a), and even direct reranking (Ma et al., [2023b)). De-
spite these efforts, the use of explanations coupled with LLMs in IR applications
remains largely unexplored. Recognizing this gap, we examine how explanations
could mitigate data scarcity and enhance IR model effectiveness, focusing particu-
larly on the task of synthetic query generation—the most prevalent method of data
augmentation.

We identify several issues with current synthetic query generation approaches.
Firstly, although query generation is an effective data augmentation technique for
adapting IR models to new domains, the majority of synthetic queries generated by
LLMs tend to be relatively easy and generic. This raises questions about the ap-
proach’s effectiveness and whether its utility could be improved by generating more
challenging and diverse queries. Secondly, it is common practice to use documents
randomly sampled from the top results of a retriever as negative training samples.
However, there is no assurance that these samples are not false negatives (actually
relevant) or easy negatives (not-at-all relevant). Given that neural IR models pre-
dominantly use contrastive objectives for training, we hypothesize that model per-
formance could be enhanced by ensuring that negative training documents are truly

hard negatives.



Following these observations, we introduce a methodology that leverages explanation-
enhanced LLMs to generate more effective training data. We develop a new frame-
work called contrastive query generation (CQG), which differs from previous methods.
Instead of generating a query from a single document and then sampling negative doc-
uments (generate-then-sample), our approach begins by sampling pairs of similar yet
distinct documents and then generates a query based on these pairs (sample-then-
generate). We employ explanation-infused prompts to guide LLMs in identifying
similarities and discrepancies between the document pairs, which then inform the
query generation process. Since the queries are derived from both the similarities and
discrepancies, the contrasting documents used in their generation naturally constitute
hard negatives. Consequently, this approach produces higher quality training data
and results in better-trained IR models.

The main contributions in this area include:

e Contribution 3.1. We introduce the contrastive query generation (CQG) method
for both in-domain and out-of-domain data augmentation tasks. This method
leverages explanations to guide large language models in generating queries
that naturally produce more useful IR training data, featuring hard negative

samples.

e Contribution 3.2. To address the limitations of LLMs in this task, particularly
in terms of instruction following and hallucination, we implement verification
and filtering conditions. These automatically select superior training data from
the generated synthetic outputs, resulting in significant improvements in the

downstream IR models being trained.

e Contribution 3.3. We conduct extensive experiments to evaluate the perfor-
mance of CQG on both in-domain and out-of-domain datasets. Notably, CQG

surpasses the previous state-of-the-art open-source query generation approach (Jeronymo
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et al., 2023) by 6.8% on DL-Hard (Mackie et al., 2021) and 7.1% on Natu-
ral Questions (Kwiatkowski et al., [2019), when used to finetune large neural
rankers, as evaluated by nDCG@10. Additionally, we analyze the inherent
limitations of LLMs performing the CQG task, highlighting the potential for

improvement when these limitations are addressed.

1.4 Leveraging Zero-shot Explanations for IR Tasks with

Scarce Data

In addressing the challenge of data scarcity in retrieval and ranking, particularly
in domains lacking relevance data, the common strategy is data augmentation, as
discussed in Section [1.3] This approach aims to align the volume of training data
with the model’s parameter requirements. However, for some more complex IR tasks,
an alternative solution might involve simplifying the task itself.

We focus on the task of developing scale-calibrated ranking models (Bai et al.
2023; [Yan et al., 2022)), where the ranking scores should not only generate an optimal
order of documents, but also align with the labels of individual documents. For
example, consider three documents A, B, and C labeled as 3, 2, and 1, representing
“highly relevant,” “somewhat relevant,” and “not relevant,” respectively. A ranking
model that scores these documents as —6, —10, and —11 successfully orders them
but fails at scale calibration. Scale calibration is a nuanced IR task beyond ad-hoc
retrieval because it requires the model to map the content and relation of query-
document pairs to a specific scale, requiring the effective understanding of the scoring
rubrics. Accurate scale-calibrated scores are easy to interpret, and enhance other IR
tasks such as cut-off prediction and query performance prediction.

Scale calibration in neural ranking models (NRMs) faces pronounced data scarcity
challenges. Obtaining datasets with labels on a meaningful scale (e.g., multi-level

relevance judgement) presents a considerable challenge. For instance, large datasets
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like MS MARCO (Bajaj et al., 2018)) contain hundreds of thousands of queries but
lack graded relevance, whereas datasets with detailed relevance judgments might only
encompass hundreds of queries (Craswell et al.| |2021). This limited availability of
suitable training data severely restricts the development of effective scale-calibrated
NRMs, which require more data than their non-calibrated counterparts due to the
complexity of the task.

To address the data scarcity issue in developing scale-calibrated neural ranking
models, we use zero-shot natural language explanations (NLE) from large language
models (LLMs). This approach reduces the task’s complexity and, consequently,
the volume of training data required. LLMs analyze the content and relationships
within query-document pairs and generate NLEs. We also enhance the reliability of
these explanations by employing Monte Carlo sampling to capture the uncertainty
LLMs face when determining the relevance of these pairs. The synthesized NLEs,
incorporating insights and uncertainties from LLMs, serve as inputs to enhance neural

ranking models, enabling them to produce effective and calibrated ranking scores.

e Contribution 4.1. We extend the scale calibration task from feature-based
learning-to-rank models, as discussed in previous works (Bai et al.l [2023; |Yan
et al) 2022), to text-based neural ranking models, which offer improved us-
ability, generalizability, and effectiveness but require more extensive data for

training.

o Contribution 4.2. We introduce the use of zero-shot NLEs from LLMs to sim-
plify the scale calibration task. This innovative approach complements existing

methods for developing scale-calibrated ranking objectives (Yan et al.| 2022).

e Contribution 4.3. We experiment with various types of explanations (literal
and conditional) and algorithms for aggregating multiple Monte Carlo samples

of Natural Language Explanations (NLEs). Our experiments show that this
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approach results in a reduction of calibration error by 25% and 16% on TREC
and NTCIR respectively. These datasets feature multiple levels of relevance
labels, and our method achieves this improvement while maintaining or even

enhancing the ranking performance of neural rankers.

1.5 Summary

This dissertation investigates various techniques for utilizing explanations to im-
prove the interpretability and effectiveness of information retrieval systems under
data scarcity constraints. These constraints arise from limited resources for gener-
ating explanations as well as for conducting information retrieval. The proposals,
techniques, and findings outlined in this dissertation provide a solid foundation for
future research on integrating natural language explanations into information retrieval

systems, aiming to improve both users’ understanding and system performance.
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CHAPTER 2
RELATED WORK

In this chapter, we provide a concise overview of related work to contextualize our
studies in the subsequent chapters. We begin by reviewing existing neural methods
for ad-hoc retrieval, which are the primary targets for our efforts to improve their
interpretability and effectiveness — refer to Section 2.1 Following this, in Section [2.2]
we introduce explainable information retrieval, focusing on prior efforts to enhance the
interpretability of information retrieval systems. Lastly, we discuss recent approaches
that incorporate natural language explanations and generative large language models,

detailed in Section [2.3]

2.1 Neural Ad-hoc Retrieval

Ad-hoc information retrieval involves finding resources relevant to a user query ex-
pressed in natural language. Prior to the emergence of deep neural networks, several
seminal works established the foundation for information retrieval tasks. For instance,
the Vector Space Model (VSM) (Salton et al., [1975) represents documents and queries
as vectors in a high-dimensional space, enabling relevance calculations through geo-
metric measures like cosine similarity. This model was enhanced by Latent Semantic
Indexing (LSI) (Deerwester et al., 1990), which addressed some of VSM’s limitations
by using dimensionality reduction in an effort to capture deeper semantic relation-
ships between words. Subsequently, term matching models such as BM25 (Robertson
et al., [1995)) refined the assessment of term importance by incorporating term fre-

quency and document length into their ranking functions, elements also utilized in
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VSM. The query likelihood model (Ponte and Croft|, [2017) further advanced retrieval

accuracy with a probabilistic approach based on the likelihood of observing the query
terms in each document. It is important to acknowledge that they represent only
a subset of the influential work in the field, with many other important research
also shaping our understanding of effective retrieval strategies. The field then transi-

tioned to learning-to-rank approaches, utilizing machine learning algorithms ranging

from linear models (Metzler and Bruce Croft, 2007)) to tree-based methods (Burges,
2010)), support vector machines (Joachims| 2002), and neural networks (Burges et al.|

2005), which all depended heavily on delicate feature engineering. The introduction

of Word2Vec (Mikolov et al., [2013]) marked significant advances in learning abstract

text representations, leading to subsequent neural text matching models (Dai et al.

2018; |Guo et al., 2016; Pang et al, [2016; Xiong et al. [2017) that do not require

feature engineering.
The advent of pre-trained language models (PLMs), exemplified by BERT (Devlin
et al] 2019), has further revolutionized neural ad-hoc retrieval, making PLMs founda-

tional to effective retrieval systems due to their superior language understanding and

adaptability with minimal fine-tuning. |[Nogueira and Cho| (2019) pioneered the fine-

tuning of BERT with learning-to-rank objectives, demonstrating remarkable rerank-
ing performance. However, this “cross-encoder” method raised efficiency concerns due
to the necessity of multiple forward passes during real-time reranking. To mitigate
this, the “bi-encoder” approach was developed, allowing for the pre-computation and
indexing of document representations offline; during online retrieval, only the query

is encoded on-the-fly. This model has been incorporated into various ad-hoc retrieval

methods including single-vector dense retrieval (Gao and Callan, 2021; Karpukhin|

et al., |2020; Xiong et al., 2020), multi-vector dense retrieval (Khattab and Zaharial

2020), and learned sparse retrieval (Formal et al., [2021; [Mallia et al. 2021} [Yu et al.,
2024).
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As ad-hoc retrieval models improve, it is crucial to consider the underlying data
scarcity challenges. To achieve the advance in retrieval performance, the data require-
ments have also increased substantially. The complexity of IR models has evolved
from BM25 to learning-to-rank models and now to PLM-based models, expanding
the data needs from none or tens to hundreds to even millions of queries. Despite
the availability of large-scale training datasets like MS MARCO (Bajaj et al.| 2018),
it is essential to recognize that English-only ad-hoc retrieval focused solely on rel-
evance does not cover all retrieval tasks. For instance, ad-hoc retrieval involving
non-English languages, particularly low-resource languages, still faces significant data
scarcity (Huang et al.,2023b)). Moreover, the format of existing large-scale IR datasets
often fails to support tasks with target beyond relevance. For instance, such datasets
do not contain critical information on subtopic coverage and thus cannot be leveraged
to enhance the diversification aspect of ad-hoc retrieval. Furthermore, it has been
noted that PLM-based retrieval models trained on MS MARCO sometimes perform
comparably to or even worse than BM25 in certain domains and tasks (Thakur et al.,
2021)).

We introduce three significant contributions to in this dissertation targetting to
address data scarcity in neural ad-hoc retrieval. Chapter |4 describes a PLM-based
framework specifically designed to enhance the diversification aspect of neural ad-hoc
IR. Due to the limited amount of diversification data available, previous research has
resorted to external query aspect generation systems, leaving the process ungrounded
in the documents and unoptimized. Our method achieves state-of-the-art perfor-
mance with just over a hundred training queries, thanks to an explanation-matching
pre-training task on open-domain data. Chapter |5 discusses leveraging explanation-
guided generative large language models to enhance synthetic query generation, a
crucial method for overcoming data scarcity in training neural ranking models. Un-

like previous works, our method focuses on generating hard negative training samples,
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which have proven to be more effective and efficient during the training phase. Finally,
Chapter [6] explores the use of automatically generated natural language explanations
to augment scale calibration of neural ranking models. Previous work only addressed
the calibration of smaller-scale learning-to-rank models due to data scarcity. We ad-
dress this limitation by transforming the task into an easier one, effectively overcoming

the challenges posed by scarce data.

2.2 Explainable Information Retrieval

Research in the field of explainability and interpretability of information retrieval
systems predominantly concentrates on two distinct areas: explainable ad-hoc re-
trieval, and explainable recommendation and product search. The former focuses on
clarifying how users’ queries match with text documents in terms of relevance. In
contrast, recommendation and product search prioritize factors such as entity rela-
tionships and user purchase history over query-document matching for identifying
user preferences and purchase behaviors (Ai et al., [2019a; |Ai and Narayanan.R) 2021
Ai et all 2019b} (Carmel et al., |2020). As a result, the methods used to generate
explanations in these areas differ significantly. This dissertation specifically addresses
explainable ad-hoc retrieval. Within this domain, there are two main research ob-
jectives: enhancing post-hoc interpretability, which helps users better understand the
outcomes of IR systems, and developing inherently interpretable IR models, which

foster greater trust in these systems—termed intrinsic interpretability.

2.2.1 Post-hoc Interpretability

Post-hoc interpretability methods serve the purpose of explaining the decisions
made by trained models. This approach proves advantageous when interpretability
is required without necessitating modifications to or even understandings of existing

models or services. Based on the the form of explanations provided, post-hoc inter-
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pretability methods can be generally classified into feature attribution and natural

language explanation.

e Feature attribution. Feature attribution methods, also known as feature impor-
tance or saliency methods, elucidate individual predictions by linking the model’s
output to its input features, ranging from words and passages in text retrieval
and ranking tasks to numeric and categorical features in learning-to-rank scenar-
ios. In the model-agnostic realm, Local Interpretable Model-agnostic Explana-
tions (LIME) is widely utilized (Ribeiro et al., 2016]). LIME interprets black-box
classifiers by training a surrogate model on perturbed samples to approximate lo-
cal behavior, revealing feature significance through sparse linear models, and has
been adapted to explain rankers by converting scores into probabilities (Singh and
Anand} 2019; Verma and Ganguly}, [2019)). Conversely, model-introspective methods
like Integrated Gradients (Sundararajan et al., 2017), DeepLIFT (Shrikumar et al.
2017), and DeepSHAP (Lundberg and Lee| [2017)), use gradients or attention scores
to assess feature importance, proving crucial in neural retrieval and Transformer-
based rankers (Fernando et al. 2019; Purpura et al., 2021} |Zhan et all [2020).
However, the efficacy of attention weights in providing genuine explanations is con-
tentious (Bastings and Filippova, [2020; [Bibal et al., [2022; |Jain and Wallace, [2019;

Wiegreffe and Pinter, [2019).

e Natural Language Explanations. Feature attribution methods often yield ex-
planations that are difficult for non-experts to understand, limiting their utility
to specialized audiences such as model developers and IR practitioners. Natu-
ral language explanations enhance user interaction by focusing on the usability of
explanations and prioritizing user experience over the intricate details of model me-
chanics, making them broadly accessible and model-agnostic (Thomas et al., 2019)).
One strategy for providing these explanations involves clarifying query intent, as

search systems may misinterpret user queries, especially with the application of
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query expansion techniques. Describing how a system perceives a query can help
users understand the results and refine their searches (Singh and Anand, 2020;
Zhang et al., 2020)). Another approach is explaining document relevance directly
through natural language, which allows the use of information beyond the input
features. Query-biased snippets, or document summaries, serve this purpose in
search engines, providing insights into document relevance (Chen et al., 2020b;
Tombros and Sanderson|, 1998} Turpin et al) 2007). Rahimi et al.| (2021)) advo-
cate for more concise, descriptive explanations that enable users to quickly and

accurately discern document relevance.

2.2.2 Intrinsic Interpretability

In contrast to the pursuit of post-hoc interpretability, a different research direc-
tion focuses on intrinsic interpretability. This approach involves designing models
that are inherently explainable, also known as interpretable-by-design (IBD) (Anand
et al} |2022). The objective is to build models that possess interpretability from their
inception. However, achieving complete transparency while maintaining competitive
performance poses a significant challenge, especially for complex, nonlinear, and over-
parameterized neural models. It is important to note that most existing IBD methods

in the literature provide only partial interpretability.

e Explainable-by-architecture. Models that are inherently explainable generally
employ two approaches: replacing black-box components with interpretable models
(like decision trees) or operations (such as summation), or reducing feature com-
plexity and making them more interpretable. For learning-to-rank (LTR) tasks
with a limited number of numerical input features, creating transparent models is
feasible due to the small, well-defined feature space. Common interpretable mod-
els used in this context include Generalized Additive Models (GAM) (Hastie and

Tibshirani, 1986|) and Decision Trees. GAM simplifies outputs as summations of
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features, and Decision Trees use yes/no decisions (Lucchese et al. 2022; |Zhuang
et al., 2021). Neural ranking models, which incorporate numerous query-document
term interactions like cosine similarities (Khattab and Zahariaj, [2020; |Pang et al.,
2016)), are often less interpretable. Query-document interaction functions can be
used to improve interpretability, like DRMM (Guo et al., [2016)) which uses matching
histograms, or Transformer-Kernel (Hofstatter et al., 2020) which applies kernel-

pooling techniques.

Rationale-based Methods. These methods achieve inherent interpretability by
generating intermediate rationales—extractive segments from input that signifi-
cantly contribute to decision-making. Rationale-based methods typically involve
a two-stage process: rationale extraction and prediction based on the extracted
rationale. The rationale serves as a transparent explanation for the model’s de-
cisions (DeYoung et al., 2020; Lehman et all 2019; Zhang et al| 2021)). In in-
formation retrieval tasks, advanced implementations like the Intra-Document Cas-
cading Model address the ranking of long documents by selecting relevant pas-
sages (Hofstatter et al., [2021). Alternatively, models like Select-and-Rank (Leon-
hardt et al., 2023) and techniques leveraging the Gumbel-Softmax trick (Bang
et al., [2021)) or the information bottleneck concept (Jiang et al., [2021)) allow for
end-to-end training with discrete variable sampling, enhancing the interpretability

of rationale extraction and overall model explainability.

We introduce two significant contributions in this dissertation to explainable in-

formation retrieval. Chapter [3| presents a post-hoc interpretability method that uti-

lizes natural language explanations to enhance the understanding and organization

of search engine result pages (SERPs). Unlike other post-hoc approaches; our work

specifically addresses how explanations can effectively incorporate contextual infor-

mation from other documents, reflecting the comparative nature of relevance ranking

in ad-hoc retrieval. Chapter [4] details an intrinsic interpretability approach that em-
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ploys extracted subtopics as intermediate rationales within an end-to-end framework,
thus enhancing the effectiveness of diversified ranking tasks. Our method is distinc-
tive compared to other rationale-based methods in that it leverages open-domain
knowledge to provide weak supervision for the sub-task of rationale learning, offering

a novel approach to this area of study.

2.3 Explanations and Generative Large Language Models
Recent advances in scaling pre-training and reinforcement learning from human
feedback have significantly enhanced the development of generative large language
models (LLMs). One key feature of these models is their ability to adapt to new
language tasks with minimal input, relying solely on prompts and, optionally, a few
training examples—all within the same context and without requiring parameter up-
dates (Brown et al 2020). However, despite their impressive capabilities, LLMs still
face challenges with interpretability and tendencies to generate nonsensical or halluci-
nated content, raising intriguing questions about their inner workings and limitations.
To gain insights into how LLMs process language tasks, a promising approach is
to enable LLMs to “explain themselves” (Lampinen et al., [2022; Nye et al., 2021; Wei
et al., [2022b)). Here, explanations broadly refer to the intermediate thought processes
from input to output. This method involves augmenting each human-provided ex-
ample (input and label) with natural language explanations, prompting the LLM to
generate an explanation for its prediction. The advantages of this approach include
simplifying complex tasks, mimicking human reasoning, and enhancing the credibility
of model outputs through interpretable reasoning. At a higher level, these strategies
represent two approaches to using explanations with LLMs: one focuses on improv-
ing model effectiveness through explanations (denoted as Explanations to LLMs),
and the other on deriving explanations themselves (referred to as Explanations by

LLMs). These methodologies are explored further in subsequent sections
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2.3.1 Explanations to LLMs

Explaining tasks using explicit natural language instructions has proven effec-
tive for adapting large language models to new tasks (Liu et al., [2023). Additionally,
decomposing the reasoning process into steps for training examples enhances the few-
shot performance of LLMs. For instance, |[Nye et al.| (2021)) demonstrate this by using
LLMs to predict the final outputs of Python programs through the prediction of inter-
mediate computational results line-by-line. Similarly, the Chain-of-Thought (CoT)
prompting method, proposed by Wei et al. (2022b), involves generating a series of
sentences that map the reasoning process from input to final output as explanations,
before arriving at the final prediction. This method has shown consistent superi-
ority over standard prompting in arithmetic, commonsense, and symbolic reasoning
tasks. The effectiveness of CoT prompting is further validated in multimodal scien-
tific question answering contexts (Lu et al., |2022)). Additionally, Wang et al.| (2022b))
introduce a voting mechanism to select the most consistent answer from different
reasoning paths, and |Li et al.| (2022b)) employ a verifier to assess the quality of each
path and guide the voting. |Lampinen et al. (2022) provide a comprehensive study
on the impact of post-hoc explanations (provided after the prediction, unlike CoT)
in in-context learning, revealing that explanations significantly enhance performance,
especially when they are fine-tuned, indicating that some explanations are more ben-
eficial than others. Even un-tuned explanations still yield a positive effect, though

primarily in larger LMs.

2.3.2 Explanations by LLMs

Instead of using explanations to achieve better LLM generations, another line
of research focuses on examining the actual explanations generated by LLMs, their
characteristics, and their utility. |Ye and Durrett| (2022a)) evaluate explanations for

in-context learning on two textual reasoning tasks—question answering and natu-
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ral language inference. They find that while including explanations in the prompts
leads to moderate accuracy improvements, the explanations generated by LLMs of-
ten do not align with the models’ predictions (being inconsistent or unfaithful) and
are not always factually grounded in the input. Similarly, Turpin et al. (2023) show
that Chain-of-Thought (CoT) explanations are systematically unfaithful, as LLM
behavior can be predictably influenced by biased features in their inputs that are
not mentioned in the explanations. Despite criticisms, LLM-generated explanations
have been utilized as silver training data. In some instances, these explanations are
fed back into LLMs to enhance their reasoning capabilities in a bootstrapping man-
ner (Ma et al.| [2023a} Zelikman et al., [2022)) or used to guide the training of smaller
models (Li et al, 2022a)). In information retrieval, Ferraretto et al.| (2023) propose
using GPT-3 generated explanations of relevance and irrelevance to train a Th-based
passage ranker. The authors demonstrate that incorporating these explanations sig-
nificantly enhances the effectiveness of the ranker, particularly in the regime of data
scarcity.

We introduce two novel and significant contributions in this dissertation to the en-
hancement of neural ranking models using natural language explanations with large
language models. Chapter |5 explores explanation-guided prompting—an approach
where LLMs generate synthetic queries to produce highly informative training data.
This method ensures that the contrasting documents serve as hard negatives, ad-
dressing a gap in previous works that leverage LLMs for synthetic query generation.
Chapter [f] discusses adopting an explanation-by-LLMs approach, which utilizes the
reasoning and uncertainty information inherent in natural language explanations to
calibrate neural ranking models more effectively. Unlike previous research that fo-
cused solely on the calibration of learning-to-rank models, our method offers a more

effective, generalized and applicable solution to this critical task.
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CHAPTER 3

LISTWISE MODEL-AGNOSTIC EXPLANATION
GENERATION FOR SERPS

To enhance user comprehension of why documents are retrieved, search engine
result pages (SERPs) typically display details such as the document title, URL, and
a snippet—a brief, 2- or 3-line, query-focused summary. Nevertheless, [Thomas et al.
(2019) found that fewer than 1% of users grasped the topical diversity of the search
results from this format, indicating substantial potential for improvement in how
search results are explained.

In pursuit of this improvement, Rahimi et al.| (2021) introduced a text generation
model that provides aspect-oriented explanations of documents within search results.
Their findings indicate that these explanations significantly aid users in navigating
a ranked list of search results, enhancing inter-annotator agreement on document
relevance by 37% and reducing the time taken to identify relevant documents by 22%.
Similarly, other studies have confirmed the benefits of aspect-oriented explanations
in helping users efficiently find pertinent information (Haag et al., [2014; [wata et al.,
2012b).

However, a limitation of these approaches is that they explain each document in
isolation, without considering its context relative to other documents in the list. This
often results in explanations that are identical or highly similar, as all respond to the
same query. In Figure documents dy and d3 are explained with the same query
aspect “history”: correct but not helpful. Another drawback is that explanations in
isolation tend to be generic and lack depth, ultimately failing to effectively aid users

in differentiating between documents.
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Independent and Single-aspect Explanations: Joint and Multi-aspect Explanations :
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Figure 3.1: Explaining a search engine result page (SERP) in different settings.

>Football and basketball

We refine the task of search result explanation (SeRE) by generating concise rel-
evance explanations for each document in a search results list. These explanations
are designed to: (1) describe the query aspects at the phrase level; (2) cover multi-
ple aspects; (3) derive solely from the documents’ content; and (4) exhibit diversity.
Figure illustrates the distinction between traditional single-aspect explanations
and our proposed multi-aspect, context-aware approach. For this purpose, we have
developed weakly-labeled datasets from the English Wikipedia to facilitate training
neural network-based language generation models. Additionally, we adapt the MIM-
ICS dataset (Zamani et al., |2020), originally compiled from real query logs of the
Microsoft Bing search engine, to evaluate the generated explanations of web search
results in terms of both the relevance and the topical diversity.

To address the SeRE task, we introduce the LiEGe (Listwise Explanation Generator)
model, which jointly produces aspect-oriented explanations for all documents in a
search results list. This model employs a novel Transformer-based encoder-decoder
architecture to provide multi-granular semantic representations of documents and
their tokens within the entire context of search results, utilizing various interaction

signals. Experimental results confirm the LiEGe model’s ability to generate more
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precise and diverse aspect-level explanations, underscoring its effectiveness for the
SeRE task.

The work described in this chapter, namely “Towards Fxplainable Search Results:
A Listwise Explanation Generator”, was published in SIGIR 2022 (Yu et al., (2022).
I was the lead author responsible for creating datasets, designing model architectures

and conducting experiments.

3.1 Multi-aspect and Listwise Search Result Explanation

It is common that web documents cover multiple query aspects (Carterette and
Chandar, 2009), something that is often overlooked in existing work on query as-
pect generation (Hashemi et al., 2021; Rahimi et al., 2021). To address this unex-
plored challenge in the SeRE task, we introduce two generation strategies for multi-
aspect documents under the joint explanation setting: (1) comprehensive expla-
nation generation (CEG), where all query aspects covered by each document in
the ranked list are considered as explanations; and (2) novelty explanation gener-
ation (NEG), where the explanation for each document describes the novel relevant
information of the document with respect to the documents preceding it in the list.
One type of explanation may be more suitable than the other for a particular search
task or search device.

Either type of explanation requires its own training and test set. In practice, these
two tasks take the same set of inputs (a query and a list of documents), but have
different outputs. To the best of our knowledge, there is no public dataset for listwise
content-based explanation of search results. We thus adapt existing datasets for other
similar tasks to the SeRE task. In the following, we describe how those datasets are

built and processed.
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Query: “Squirrel”

“etymology” “etymology and society”

“society” L ranked‘; higher

v
d “behavior and society” (CEG),
J or “behavior” (NEG)

Figure 3.2: An example of creating multi-aspect documents from the English
Wikipedia for the CEG and NEG task.

“behavior”

3.1.1 Wikipedia as a Weakly Labeled Dataset

One approach to constructing a large-scale training dataset automatically is to
treat each Wikipedia article as a search result. Here, the article title, typically an
entity name, serves as the query, while the content of each section acts as a docu-
ment retrieved in response to the query. The section headings provide aspect-based
explanations of how the content relates to the query and other sections. Notably,
most sections in Wikipedia (referred to as documents in this analogy) focus on a
single aspect of the query, reflecting the topical organization into sections by human
experts over several iterations. We designate this dataset as Wiki-SA | where “SA”
stands for single-aspect, akin to the Wiki dataset used by [Rahimi et al. (2021)) and
the WikiOG dataset (Zhang et all 2019b)). However, Wiki-SA is not ideal for train-
ing or evaluating explanation generation for documents that address multiple query
aspects. Similarly, ClueWeb and MS MARCO, which are used for pointwise expla-
nation, are unsuitable as they contain few or no documents annotated with multiple
query aspects.

To generate a substantial amount of training data from Wikipedia for the CEG
and NEG settings, we introduce a method called fusing, which intentionally creates
overlapping content between documents in a search result. This process enables some

documents to cover multiple aspects of the query, as illustrated in Figure 3.2} Specif-
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Table 3.1: Statistics of created datasets for the new SeRE task.

Dataset Wiki MIMICS
-SA -CEG -NEG | -CEG -NEG
# Queries 39,287 39,287 39,287 | 1,992 1,992

# Documents per query 7.5 5.4 5.4 5.2 3.0
# Words per document 184.9  344.2  344.2 54.0 54.0
# Words per Explanation 2.7 5.1 3.9 1.9 1.4

ically, we randomly select three documents, d;, di, and d;, from the same Wikipedia
article. These documents initially have aspect-based explanations e;, ey, and e;,
respectively. To create overlapping content, we combine d; and d; to form a new
document d;, and d; and dj, to form d}. The order of concatenation is randomized to
ensure that the explanation model can recognize novel content without relying on the
position of information within the documents. In Wiki-CEG, the explanations for d;
and d;- are labeled as “e; & e;,” and “e; & e;,”, respectively. For Wiki-NEG, where the

ranking of documents affects the ground-truth explanations, we assume d is ranked

? ?

higher than d}. Thus, d; and d’; are explained as “e; & e;” and “e;” respectively, with
the rationale that e;, though present in d;, is already covered by d;.

From a Wikipedia article with s sections, our fusing method produces approxi-
mately |s/3] x 2 documents. Any remaining sections—up to two—are retained in
the dataset as single-aspect documents.

All three datasets—Wiki-SA, Wiki-CEG, and Wiki-NEG—are constructed from
the same pool of Wikipedia articles, chosen for having at least six sections, each
ranging from 128 to 256 words. This word count ensures each section is substantial
enough to stand as a document. The upper limit of 256 words accommodates the 512-
token input limit of BERT, particularly relevant when sections are concatenated in
the Wiki-CEG and Wiki-NEG datasets. The requirement of at least six sections guar-

antees that the fused datasets include at least four documents in each search result

list. After applying these criteria, 39,287 Wikipedia articles qualified for inclusion.
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Each article represents an instance of a query and search result list (¢, R) across
the Wiki-SA, Wiki-CEG, and Wiki-NEG datasets. These instances are divided into
training, development, and test sets in an 80%/10%/10% ratio, respectively. The
development set is utilized for tuning hyperparameters and determining the point of
early training stop.

The Wiki-CEG and Wiki-NEG datasets differ from Wiki-SA in both the number
of documents per search result and the length of those documents due to the fusing
process. Table details these statistics, including the number of instances, the
average number of documents in search results, the average document length, and

the average length of explanations.

3.1.2 Adapting MIMICS Datasets for Evaluation

MIMICS (Zamani et al. [2020) is a collection of datasets for search clarification
built from real search queries sampled from the Bing query logs. Besides its real
queries and search results, MIMICS has another advantage over the Wiki datasets:
two documents in a search result list can cover the same query aspect without having
exactly the same content for the common aspect. This property makes the evaluation
of CEG and NEG more realistic. Each clarification in MIMICS consists of a query,
a clarifying question, up to five candidate answers for the clarifying question which
are aspects of the query, and the top-10 documents retrieved by Bing. For SeRE,
we need to have gold explanations for documents based on query aspects. However,
MIMICS does not contain aspect-level relevance information. In other words, the
top-10 documents retrieved with respect to a query as well as the query aspects are
provided, but which documents are relevant to which query aspects are not specified.
To adapt MIMICS for the SeRE task, we make the conservative assumption that a

document is considered relevant to a query aspect only if it contains the aspect terms.
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We thus obtain high quality labels for aspect-level relevance, at the cost of missing
some relevance labels.

We chose the ClickExplore version of MIMICS as it contains the largest number
of unique queries. We perform the following processing steps. (1) Query terms are
removed from aspects, as repeating query terms in explanations does not provide
additional information; (2) The concatenation of a document’s heading and snippet
is used as the document content (Hashemi et al., 2021). Note that full document
contents are not released in the MIMICS dataset; (3) Documents that are not labeled
as relevant to any query aspects are removed; (4) Query aspects that are not associ-
ated with any documents in a search result list are also removed. If the number of
remaining query aspects is less than three, the query is removed; (5) Queries whose
clarification has engagement level below 4 (out of 10) are removed. Engagement level
indicates the quality of clarification and query aspects perceived by users (Zamani
et al., 2020). In the end, we acquired 1,992 queries from the original dataset, which
are split into train/test set evenly. Similar to the Wiki datasets, we create two vari-
ants from MIMICS to separately evaluate CEG and NEG. For MIMICS-CEG, the
explanation of a document contains all associated query aspects. For MIMICS-
NEG, a document’s explanation only contains aspects that are novel considering its
preceding documents. In cases that a document contains no novel aspects, we discard

it. Statistics of these datasets are also reported in Table [3.1]

3.2 Listwise Explanation Generator (LiEGe)

Given a query ¢ and the top-ranked documents R = {di,...,d;} retrieved or
reranked, the objective of LiEGe is to generate an explanation for each document in
R. These explanations articulate the specific information each document provides in
relation to the query ¢. Each explanation highlights the query aspect(s) covered by

a document d;, either in a novelty- or comprehensive-based manner.
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(a) Details of global layer. (b) Model overview. (c) Details of decoder layer.

Figure 3.3: The architecture of LiEGe. Panel (b) presents a high-level overview
of the encoder-decoder structure, with specific modifications for listwise explanation
generation highlighted in red. Detailed descriptions of these changes are provided in
panels (a) and (c), respectively.

In order to describe the relevant and distinct information that each document in a
search result list provides, a document needs to be encoded with respect to the query
and with respect to the other documents in the list. The former is required to capture
the relevant part of a retrieved document, as a small portion of a document may be
all that is related to the query. The latter part of encoding exploits cross-document
interactions so that generated explanations can help users distinguish the differences
between documents in the search result. The encoded input is then passed to the

decoder to generate explanations. Figure (b) shows the architecture of LiEGe.

3.2.1 Input Representation

Given the query ¢ and the retrieved documents R = {d, ..., d;}, each document
d; is concatenated with the query, separated by a specific token. The resulting se-
quence q — d; is then tokenized and adjusted to a uniform length of [ tokens through
truncation or padding. Positional and segment embeddings are integrated into the in-
put token embeddings to enrich the representation. To generate novelty explanations,

the model incorporates the ranks of the documents in the search result list, enabling
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it to identify the novelty of a document relative to its predecessors. To achieve this,
ordinal encodings with the same dimension m are added to the input embeddings.
These encodings are generated by an embedding function P, similar to that used
by [Pang et al.| (2020), which encodes the absolute rank of each document d; into an
embedding vector p; € R™. This rank embedding p; is subsequently added to every
token embedding of d;. Consequently, the query-document pair (g, d;) is represented

as X; € R™™ and the entire list R is represented by the following equation:

X =[Xy,..., X € RF*xm, (3.1)

3.2.2 Encoder

The encoder consists of a stack of local and global attention layers. A local at-
tention layer updates token representations based on intra-document self-attention,
while a global attention layer updates representations based on inter-document at-
tention. In other words, local layers perform per document computation while global
layers perform per result list computation.

We denote the input token representations to the h-th transformer layer of the
encoder as Et(h) € R¥!*m  Note that Et(l) = X as defined in Eq. . The output
token representations of the layer are denoted by Et(hﬂ) € RF*IXm which constitute
the input to the next layer, if any. A global layer has one additional output compared
to a local one. The additional output is document representations for all documents
in the result list, denoted by EC(th) € R¥™  These document representations will
also be used in the decoder.

Local layers perform multi-head self attention on the token sequence from a
query-document pair (intra-document), similar to the encoder layers in Transformer.
The contextualized representations are then linearly transformed. Residual connec-

tion and layer normalization are applied for each of the layers (Vaswani et al., 2017)).
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The function of a local layer can be formalized as:

Ly = LN(E{" + MHA(E{", E{" | E{V)), (3.2)

E") = LN(L, + FFN(L,)), (3.3)

where LN(+) is layer normalization, and FFN(-) stands for position-wise feed-forward
networks.

Global layer first generates dense document embeddings by pooling, where each
document in the search result is represented with a single embedding of dimension m.
We consider two pooling strategies: (1) applying multi-head pooling (Liu and Lapata,
2019) to learn a weighted average of the embeddings of the document’s tokens; and
(2) simply taking the embedding of the first token ([CLS]) as the representation of
the entire sequence. After acquiring a list of dense embeddings for documents via
pooling, multi-head self-attention is applied across documents in the search result
list. The output is still a list of dense embeddings, where each document embed-
ding is contextualized based on the other documents in the search result. In order
to propagate information from document interactions at the document granularity
to the token granularity, the contextualized embedding of a document is added to
the embedding of each of its tokens. We refer to this function as broadcast € add.
Figure (a) shows the architecture of a global layer.

Specifically, the outputs of a global layer are calculated as:

EM = Pool(E™), (3.4)
ESY = MHA(ESY, B, E(), (3.5)
Eyli, 5] = E"[i ) + BY V1, (3.6)
E") = LN(E, + FFN(E,)), (3.7)
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where Et(h) [i, 7] is the embedding of the j-th token of document i in the input to-

ken representations Et(h). Ec(lhﬂ)[i] € R™ is the representation of the ¢-th document
contextualized based on all documents in the search result. Eq. shows the broad-
cast & add operation, which is performed for all tokens of all documents. Therefore,
information from all documents is considered and appropriately reflected in the rep-

resentation of every document token.

Encoder outputs. We denote the output token representations from the final
encoder layer as El’, and the contextualized document representations from the final
global layer in the encoder as EI". Note that E[" can be the output of a global or a
local transformer layer, depending on the model composition. Ef" and EI" are used

as inputs to the decoder.

3.2.3 Decoder

Each layer in the decoder of the Transformer contains two attention sub-layers:
a self-attention sub-layer and a cross-attention (also called “encoder-decoder atten-
tion”) sub-layer. The purpose of self-attention in the decoder is to effectively use
the already generated text for the prediction of the next token. The decoder uses
cross-attention to utilize the encoder representations of input for identifying which
part of the input sequence it should focus on to predict the next token. To avoid

confusion, we refer to this sub-layer as cross-token attention.

Cross-document attention sub-layer. We propose a cross-document attention
sub-layer, which is placed between self-attention and cross-token sub-layers in each
decoder layer. The details of a decoder layer in LiEGe are depicted in Figure (c).
With cross-document attention, the representation of each token generated so far is
updated by information from the contextualized embeddings of all documents in the
search result from the encoder (EI'). Attention to global information EI helps the

model to identify which specific query aspect should be generated. Then, through
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attention to local document information (E!’), the model identifies aspect-related
part(s) of the document to be used for generation of the next token.

Input to the h-th layer of the decoder is denoted as D,gh) € R¥*Ixm where I is the
maximum output length (during training) or the length of the currently generated
sequence (during inference). The function of a decoder layer with a cross-document

attention sub-layer is formally formulated as follows.

D, = LN(D" + MHA(D{™, DI D)), (3.8)
D, = LN(D; + MHA(D,, EX | EFY), (3.9)
D, = LN(D; + MHA(D,, EF | EF)), (3.10)
D"V = LN(D, + FFN(D,)). (3.11)

After the final decoder layer, a linear and a softmax layer predict the next token
to be generated for the explanation of each document. At inference time, generation
repeats until either the end-of-sentence token is generated or the maximum output

length is reached.

3.2.4 Training of LIEGe

Instead of using random query-document pairs for mini-batch training, we group
documents from the same search result to leverage their interactions. We define
group size k as the maximum number of documents considered in a search result
for a query. During training, search results containing fewer than k& documents are
padded to maintain a constant list size of k. We also define batch size b as the number
of groups (SERPs) included in a batch. Thus, each batch inputs b x k documents into
the model, with b groups processed in parallel. We implement a global document mask

to ensure that (1) padded documents are excluded from local and global attention
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calculations; and (2) global attention is confined to documents within the same group.
In our experiments, we accommodate up to 10 documents per query (k = 10), which
aligns with the number typically displayed on the first page of results by modern
search engines.

In line with prior research on sequence-to-sequence transduction, we employ the
cross-entropy of the predicted and gold probability distributions at each position as
our loss function to guide parameter optimization (Lewis et al., 2020). This loss

function is computed across all positions in the sequences that are generated.

3.3 Experimental Setup

In this section, we detail the baseline approaches and metrics employed to evaluate
the quality of explanations generated by LiEGe. We previously described the evalu-
ation datasets, including Wiki-CEG, Wiki-NEG, MIMICS-CEG, and MIMICS-NEG,
in Sections B.1.1] and B.1.2|

3.3.1 Competing Methods

To the best of our knowledge, there are no existing models specifically designed
for listwise content-based explanation of search results. Therefore, for the evaluation
of LiEGe, we adapt several representative models from related tasks to the SeRE

context and compare their performance. The models included in our comparison are:

e Unsupervised models: TextRank (Mihalcea and Tarau, 2004), TS-TextRank (Haveli-
wala, |2002)) (a variation of TextRank that incorporates topic-sensitive PageR-~
ank), KeyBERT (Grootendorst} [2020)), and KeyBERT-MMR (an adapta-
tion of KeyBERT that generates novelty explanations using maximal marginal

relevance (Carbonell and Goldstein| [1998))).

e Supervised models: GenEx (Rahimi et al., 2021), NMIR (Hashemi et al.,
2021), HiStGen (Zhang et al., 2019b), BART (Lewis et al., 2020), and LiEGe.
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Note that LiEGe, our best-performing model, uses weights initialized from BART
and is configured by default with 12 local layers followed by 2 global layers. It utilizes
multi-head pooling (8 attention heads) for the dense embeddings of documents and in-
corporates ordinal encoding. To provide a fair comparison, BERT and LiEGe (BERT)
serve as additional baselines alongside the GenEx and KeyBERT models, which are
also based on a pre-trained BERT. This setup ensures that any performance gains

observed with LiEGe are not merely due to the pre-trained decoder from BART.

3.3.2 Evaluation Metrics

We primarily use the BLEU F} metric (Papineni et al., [2002), reporting BLEU-1
as B-1 and the weighted geometric mean of BLEU-k (k=1,2,3,4) as BLEU. Addi-
tionally, we report ROUGE-1 F; and ROUGE-L F; (Lin, 2004a) as R-1 and R-L,
respectively. For evaluating multi-aspect explanations, we treat different aspects as
multiple references in the computation of the BLEU and ROUGE metrics. To assess
the semantic similarity between generated and ground-truth explanations, we em-
ploy BERTScore (Zhang et al., 2019¢). We report micro-averaged BLEU, ROUGE,
and BERTScore across all document-explanation pairs in a test set. Beyond accuracy-
based metrics, we also measure the diversity of generated explanations within a search
result list. This diversity metric, denoted as Div, is calculated as the average semantic
similarity (using BERTScore) of all explanation pairs generated for a search result
list. A lower Div score indicates greater diversity among the explanations provided
for a search result list.

We use t-test with Bonferroni correction for statistical significance test at the level
of 95%. Statistical significant improvements of LiEGe over all baselines are marked

with * in the result tables.
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Table 3.2: Results for comprehensive explanation generation on the Wiki-SA dataset

(single-aspect).

Metric BLEU  B-1 R-1 R-L  BERTScore Div ()
TextRank 0.12 1258 15.74 13.84 37.97 62.02
TS-TextRank 0.23  11.19 1391 1221 37.65 62.75
BERT-LIME 0.30 6.50 8.31 7.93 42.06 60.07
KeyBERT 2.11 13.81  16.87  16.40 46.04 58.43
GenEx 6.55 25,56  21.06  20.94 54.85 53.20
"HiStGen | 886 2259 1749 1723  53.92 4829
"BERT | 17.28  40.14 39.71 3945 6560 45.29
LiEGe (BERT) | 19.27 4140  40.76  40.55 65.98 45.03
"BART | 1851 42,13 4216 4190  67.03 45.23
LiEGe 21.97* 45.56* 45.84* 45.65* 69.01* 44.47*

Table 3.3: Results for comprehensive explanation generation on the Wiki-CEG
dataset (multi-aspect).

Metric BLEU  B-1 R-1 R-L. BERTScore Div ()
TextRank 0.11 16.59 14.91 12.73 42.35 70.33
TS-TextRank 0.26 14.01 12.47 10.74 41.83 71.08
BERT-LIME 0.16 7.10 8.63 8.18 43.58 68.56
KeyBERT 1.52 15.11 12.98 12.51 49.90 66.98
GenEx 0.30 11.72 6.41 6.37 47.16 69.72
HiStGen | 11.73 4247 3930 3490 6410 55.82
"BERT | 15.61  48.86  46.54  41.28  67.77 5346
LiEGe (BERT) | 17.36  50.46  47.69  42.52 68.40 53.00
"BART | 16.53  49.54 4742 4223 6833 53.42
LiEGe 18.79* 51.72* 49.37% 44.32F 69.46" 52.73*

3.4 Experimental Results and Analysis

In this section, we discuss the results, focusing on comparisons between (1) LIEGe

and other pointwise explanation methods, emphasizing the advantages of listwise

explanations, which consider context; and (2) the impact of pretraining with Wiki on

the quality of explanations in real web search settings. Additionally, we conduct an

ablation study to analyze the significance of specific design elements within LiEGe.
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3.4.1 Comprehensive Explanation Generation on Wiki

Performance of LiEGe and baseline models on the Wiki-SA and Wiki-CEG datasets
is detailed in Table [3.2 and [3.3], respectively. The first block of these tables lists the
unsupervised models—TextRank, TS-TextRank, BERT-LIME, and the BERT-based
models KeyBERT—as well as GenEx, which, although trained on a dataset similar to
Wiki-SA, was not further fine-tuned on Wiki-SA or Wiki-CEG. Consequently, GenEx
performs best on Wiki-SA within this category but shows a significant drop in per-
formance on Wiki-CEG due to its design to generate a single concise explanation per
document, rather than a list of aspects. Other baseline models, which rank terms
or phrases in a document, can adapt to our SeRE setting by selecting multiple out-
puts for each document. TextRank and TS-TextRank focus on extracting keywords,
whereas KeyBERT identifies coherent noun phrases. The BLEU performance of Tex-
tRank and T'S-TextRank is notably lower than that of KeyBERT because the BLEU
metric also considers higher-order n-grams (B-2, B-3, and B-4).

The second block features HiStGen alone, differentiated from the first block by
being trained on our datasets prior to testing. We modified HiStGen by removing
the review mechanism (Chen et al.) 2018) on Wiki-CEG to allow duplicate terms
across different documents’ outputs, aligning with the ground-truth labels which share
common query aspects and thus terms.

The third block includes BERT and LiEGe (BERT), while the final block presents
BART and the complete version of LiEGe. In all evaluations, LiEGe significantly out-
performs its base models. LiEGe’s improvements over pointwise explanation models
like GenEx, BERT, and BART emphasize the effectiveness of listwise encoding and

explanation in the SeRE context.
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Table 3.4: Results for novelty explanation generation evaluated on Wiki-NEG.

BLEU  B-1 R-1  R-L BERTScore Div (])
KeyBERT 1.65 1203 11.89 1151 46.04 60.47
KeyBERT-MMR | 1.77 1290 12.83  12.30 47.14 58.62
HiStGen | ¢ 831 2947 2564 2398  56.65 51.68
"BERT | 10.75 3450  31.69  29.71  59.47  49.66
LiEGe (BERT) | 13.35  36.86 33.91  31.62 60.13 A7.46
"BART | 11.84 3594 3380 3184  60.82 49.38
LiEGe 15.06* 39.45* 38.02° 35.80°  62.74*  47.13"

3.4.2 Novelty Explanation Generation on Wiki

Results for the Wiki-NEG dataset are presented in Table [3.4 Initially, we note
that enhancing KeyBERT with the MMR (Maximal Marginal Relevance) component
improves its performance by promoting novelty; it penalizes phrases similar to those
selected for earlier documents. HiStGen also effectively generates novelty explanations
by incorporating a review mechanism (Chen et al., 2018). LiEGe emerges as the top-
performing model in the novelty setting of SeRE. Although listwise modeling of search
results has proven effective for comprehensive explanation generation as shown in
Table[3.3] it is even more crucial for generating novelty explanations, where leveraging
information from preceding documents is essential. Comparisons in Tables|3.4]and
reveal that LiEGe achieves higher percentages of improvement over baselines in the

Wiki-NEG dataset than in the Wiki-SA and Wiki-CEG datasets.

3.4.3 Explanation Generation on MIMICS

Performance of LiEGe and baseline models on the MIMICS-CEG and MIMICS-
NEG datasets is detailed in Tables 3.5 and 3.6l These tables illustrate the results of
the LiEGe and BART models when pre-trained on the Wiki dataset and then fine-
tuned on the corresponding MIMICS dataset (indicated with “Wiki”), as well as their

performance when trained exclusively on the MIMICS dataset.
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Table 3.5: Results for CEG evaluated on MIMICS-CEG.

BLEU  B-1 R-1 R-L  BERTScore Div (|)
TextRank 012 862 1203 11.36 34.68 78.86
TS-TextRank | 0.19 827  11.76  11.23 34.70 78.45
BERT-LIME | 0.05 147 029  0.29 36.65 78.28
KeyBERT 0.79 936 1281  12.61 39.46 77.00
GenEx 035 392 323  3.23 40.45 75.93
NMIR 0.03 334 691  6.28 32.19 99.70
HiStGen | 19.82  39.65 31.14 3056  55.60  64.16
"BART | 4159  59.90 51.76  51.53 6850  59.25
LiEGe 39.25 6285  57.02  56.50 71.06 57.73
BART (Wiki) | 45.61  63.65 59.06 58.10 7213 5752
LiEGe (Wiki) | 49.11* 68.91* 64.96* 64.09°  76.37*  56.34"

Table 3.6: Results for NEG evaluated on MIMICS-NEG.

BLEU B-1 R-1  R-L BERTScore Div (])

KeyBERT 079  7.00 1043  10.42 37.29 75.34

KeyBERT-MMR | 0.85 754  11.25  11.15 39.94 72.66
HiStGen | 1314 2321 1829 1829 5347  63.85
"BART | 2549 4474 4208 4199 6493 5528

LiEGe 33.17  55.94 5283  52.67 71.26 51.39
“BART (Wiki) | 29.10 49.98 4746 4736 6751 51.51

LiEGe (Wiki) 37.00° 61.02* 59.02* 58.87*  75.40"  50.68"

To the best of our knowledge, NMIR, (Hashemi et al., 2021)) is the state-of-the-
art model for generation of query intents/aspects. Using NMIR for aspect-oriented
explanation, however, generates explanations with the least amount of diversity com-
pared to other baselines (Table [B.5)). The main reason for this observation is that
documents in the same cluster share the same explanation. This demonstrates that
NMIR, and thus existing query intent generation models, do not address SeRE.

LiEGe consistently outperforms all baselines and its counterpart base model in
both CEG and NEG settings, with the sole exception being its BLEU performance
compared to BART in the comprehensive setting when both models are only trained

on the MIMICS-CEG dataset (Table , row 9-10). This disparity may be attributed
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to the relatively small size of the MIMICS data, which might be insufficient for effec-
tively training the additional parameters in LiEGe compared to BART. This effect be-
comes more apparent when comparing the performance of BART (Wiki) /LiEGe (Wiki)
against BART /LiEGe in both CEG and NEG settings. Specifically, pre-training on
Wiki results in 9.7% and 25.1% improvements in BLEU for BART and LiEGe, re-
spectively, in the comprehensive explanation generation (EG) setting, and 14.2%
and 11.5% improvements in the novelty EG setting. These results confirm that the
knowledge acquired from pre-training on the Wiki dataset can effectively translate to
the real-world web data of the MIMICS datasets, substantially mitigating the data
scarcity challenge in generating effective and concise natural language explanations

in web search contexts.

3.4.4 Ablation Study
We train and test variants of LiEGe, leaving one component out at a time, on

Wiki-CEG and Wiki-NEG separately. The ablated versions are as follows.

e LiIEGe w/o OE does not add ordinal encodings to token embeddings in the

encoder or the decoder.

e LiEGe w/o MHP uses the [CLS] token embeddings in each layer as pooled

document representations, instead of using multi-headed pooling.

e LIEGe w/0o BA does not add contextualized document embeddings to the
embeddings of their tokens. More specifically, Eq. is skipped and Eq.
becomes Et(hﬂ) = LN(Et(h)). A global layer thus only generates contextualized
document embeddings as its output, and the final token embeddings from the

encoder are not impacted by information from cross-document interactions.
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Table 3.7: Performance of ablated variants of the LiEGe model. Symbol V shows
statistical significant differences comparing with LiEGe.

Dataset Wiki-CEG Wiki-NEG
Metric BLEU R-L | BLEU R-L
BART 16.53 4223 | 11.84 31.84
LiEGe 18.79  44.32 | 15.06 35.80

LiEGe w/o MHP | 18.81  44.36 | 14.52"V 34.53Y
LiEGe w/o OE 18.87 44.39 | 14.23Y 34.58"
LiEGe w/o BA 17.55Y 4358 | 13.32Y 33.73Y
LiIEGe w/o CDA | 18.33V 43.59Y | 14.04V 34.13Y

e LIEGe w/0o CDA does not have cross-document attention sub-layers in its
decoding layers. In other words, this model incorporates cross-document inter-

actions only during encoding.

The performance of ablated models is reported in Table[3.7] The results of models
for generation of novelty explanations over Wiki-NEG show that LiEGe constantly
outperforms its ablated versions and the observed improvements are statistically sig-
nificant. Evaluation over Wiki-CEG for the comprehensive explanation however shows
that LiEGe outperforms two of its ablated models where broadcast € add or cross-
document interactions is removed. The performance differences with the other two
ablated versions are not statistically significant. An on-par performance of LiEGe
with the one without ordinal document encoding for comprehensive explanations is
expected as these explanations are not dependent on the document position in a
ranked list. Document representation by MHP is more important for novelty expla-
nations compared to comprehensive ones. A possible reason for this observation is
that the MHP representation of documents provides more flexibility to attend to a
specific part of a document content compared to the [CLS] representation. This spe-
cific attention to a small part of a document is needed for novelty explanations, while
comprehensive explanations can also be generated based on the [CLS] encoding of

documents. Finally, cross-document interactions and broadcast € add are found to
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be essential for both novelty and comprehensive explanations. This demonstrates the

necessity and utility of listwise modeling of the SeRE task.

3.5 Summary

We address the problem of post-hoc interpretability of search results through
content-based explanations. We introduce two new settings for explanation genera-
tion: novelty and comprehensive. To overcome the data scarcity challenge in training
and evaluating these tasks, we construct weak-supervision datasets from Wikipedia
and use evaluation datasets from MIMICS for both settings. Our model, LiEGe, is de-
signed to explain all documents in a search result list by leveraging cross-document in-
teractions within both the encoder and decoder stages of transformer-based language
models. Experimental results highlight the effectiveness of LiEGe and the benefits of
transfer learning from open-domain data in generating explanations, demonstrating
superior performance compared to state-of-the-art baselines.

Post-hoc explanation approaches like LIEGe enhance the interpretability of search
results but do not directly improve the accuracy of those results (i.e., the overall
quality of SERPs). In the next chapter, we will explore how to improve both the
interpretability and quality of search results simultaneously through a unified search

result diversification framework.
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CHAPTER 4

INTRINSICALLY EXPLAINABLE END-TO-END
SEARCH RESULT DIVERSIFICATION

Post-hoc and model-agnostic explanations for SERPs are inherently independent
of the decision-making process employed by the underlying information retrieval (IR)
model that ranks the documents. In Chapter [3, we treat the query aspects contained
in a document as a form of natural language explanation. Conversely, the reranking
of documents based on implicit or explicit document aspects is an established task
known as search result diversification (SRD), an ad-hoc retrieval task that focuses
on the diversity of multiple subtopics/aspects in top-ranked positions, alongside the
notion of relevance. This raises the question of whether it is feasible to generate
explanations and perform SRD simultaneously.

Regarding search result diversification, there are two main categories of SRD
approaches based on their diversification strategy: coverage-based and nowvelty-based.
Coverage-based approaches concentrate on assessing how comprehensively a given
document covers various aspects of the query. Conversely, novelty-based approaches
compare retrieved documents against each other to promote novel information. A
key advantage of coverage-based approaches over novelty-based approaches is their
higher degree of model interpretability and transparency for users (MacAvaney et al.
2021)), as the aspects and how documents address them are more straightforward
to understand. In contrast, novelty-based approaches often rely on metrics such as
dissimilarity between document embeddings (Su et al., 2021 Yan et al. 2021; [Yu,

2022), which can be challenging for humans to interpret.
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While coverage-based approaches are praised for their interpretability, they often
depend on external systems for acquiring query aspects, such as proprietary Google
query suggestions (Hu et al| |2015; [Jiang et al., 2017; Qin et al., [2020, 2023)) or query
completion models trained with query logs (MacAvaney et all 2021)). Relying on
such external systems introduces several drawbacks. First, the constant availability
of these systems cannot be guaranteed due to factors such as high training or inference
costs, or restrictions on extensive usage. Second, the acquisition of query aspects is
not based on the actual documents to be re-ranked but relies on external query logs
and click data. This disconnect means there is no assurance that the acquired query
aspects are relevant to the candidate documents, potentially hindering the re-ranking
process. Lastly, these systems are not optimized for the specific goals of search result
diversification. Even in the case of IntenT5 (MacAvaney et al., 2021)), an open-source
alternative to proprietary systems, query aspects are in plain text, preventing the
back-propagation of diversity-oriented losses to the query suggestion model, thereby
hindering joint optimization.

We introduce DUB (short for Diversification Using Bottlenecks), a coverage-
based diversification framework that incorporates a differentiable aspect extraction
component. This component “summarizes” relevant information from candidate doc-
uments into latent aspect embeddings, optimized to enhance diversified re-ranking.
To facilitate optimization across all components, including text encoders, we adapt
the differentiable clustering algorithm (Cho et al., 2021) to better handle document
sets across varying levels of topic specificity. Aspect-specific representations of pas-
sages are then employed to predict query aspects. The existing SRD datasets do
not offer adequate training support for our framework, presenting a data scarcity
challenge. To counter this, we propose using the English Wikipedia to pre-train the
more resource-intensive components of DUB on a related explanation task called as-

pect matching. By pre-training on Wikipedia and then fine-tuning on dedicated SRD
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datasets, DUB demonstrates impressive performance in diversification. Compared
to novelty-based approaches, DUB offers inherent explainability. Moreover, unlike
other coverage-based methods, DUB eliminates reliance on external sources for query
aspect acquisition, achieving a similar level of explainability.

The work described in this chapter, namely “Search Result Diversification Using
Bottlenecks”, was published in CIKM 2023 (Yu et al., |2025). I was the lead author
responsible for creating datasets, designing model architectures, designing the transfer

learning strategies and conducting experiments.

4.1 Diversification Using Bottlenecks (DUB)

In this section, we detail our proposed framework for end-to-end explainable search
result diversification. We begin by outlining the diversification task, followed by an
introduction to the first component of our framework, the text encoder. Next, we
discuss the core component, the neural aspect extractor, and present two distinct
methods for constructing it. Finally, we briefly explain how the diversified ranker

leverages aspects identified by the aspect extractor to diversify document rankings.

4.1.1 Task Formulation and Model Overview

Consider a search query denoted as ¢ and a ranked list of candidate documents
represented as R. An SRD model, denoted as F, generates a list of ranking scores,
S = F(q,R). The goal is to obtain a re-ranked list 7(R) according to S, which is
expected to exhibit higher diversity compared to the original ranked list R without
compromising relevance.

The DUB framework F in our study consists of three learnable components, as
depicted in Figure[d.1} the text encoder £, the aspect extractor A, and the diversified
ranker P. The text encoder £ is responsible for obtaining the query embedding gq

and passage embeddings P. These embeddings are further utilized to select candi-
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Figure 4.1: An overview of the DUB framework.

date passage embeddings P* and to build query-biased document embeddings D.
Subsequently, the aspect extractor A leverages the candidate passages embeddings
P* and query embeddings q to produce aspect embeddings A, which serve as infor-
mation bottlenecks for the diversification task. Lastly, the diversified ranker P takes
the aspect embeddings A and the query-biased document embeddings D, calculates
document-aspect coverage as document features, and outputs scalar ranking scores

S. We now introduce each component in detail.

4.1.2 Text Encoder

Recent works on search result diversification (Jiang et al. 2017; |Qin et al., 2020,

2023} [Su et all 2021} [Yan et all, 2021} [Yu, [2022)) often utilize unsupervised Doc2Vec

embeddings (Le and Mikolov}, 2014)) to represent queries, aspects, and documents.
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However, we draw inspiration from the successful application of contextualized rep-
resentations in various NLP and IR tasks and employ a shared Transformer-based
language model as both the query and document encoder. This allows DUB to be
optimized end-to-end with respect to input texts.

To accommodate the length limitations of typical encoders, such as the 512-token
limit of BERT (Devlin et al., 2019), and to address the relevance and multi-aspect
coverage of long documents, we segment documents into overlapping passages for
encoding. This strategy is based on three considerations: (1) the length of documents
often exceeds the input capacity of the encoder; (2) only a portion of a long document
may be relevant to the query (TREC, 2000); and (3) a single document may cover
multiple query aspects, potentially leading to information loss if represented by a
single embedding (Luan et al., 2021)). We use the mean of the token embeddings from
the last encoder layer to obtain the query embedding (g) and passage embeddings
(P).

After encoding, we filter out less relevant passages and derive two types of embed-
dings: candidate passage embeddings for aspect extraction and query-biased docu-
ment embeddings for document scoring. For candidate passage embeddings, passages
with a cosine similarity to the query greater than a preset threshold 6 are selected,
represented as P* = {p| cos (q,p) > 0, p € P}, used for aspect extraction. For query-
biased document embeddings, we select the top-n most similar passages to the query
from each document and average these to form a query-biased embedding, denoted
by d. The collection of these embeddings across all candidate documents is denoted
as D.

This dual selection approach aims to filter out irrelevant content and is partic-
ularly effective for handling candidate documents that may lack suitable passages
for creating an informative query-biased document embedding if solely relying on

threshold-based selection.
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4.1.3 Neural Aspect Extractor

After obtaining the query embedding g and candidate passage embeddings P*, the
aspect extractor A is employed to generate a fixed number (K') of aspect embeddings
per query A = A(q, P*), where A € RE*4, Each aspect embedding is designed to
capture a specific aspect of the query-relevant information covered by the retrieved

documents. We explore two different methods for extracting query aspects.

4.1.3.1 Aspect Extractor Using Multi-Head Attention

The first design for the DUB aspect extractor utilizes multi-head attention (MHA)
to derive query aspects from similar passages. We introduce a modification to the
original MHA framework (Vaswani et al. 2017)) and its implementation in aspect-
based dense retrieval (Kong et al., 2022)). Specifically, we treat the output of each
attention head as the latent representation of a query aspect, similar to the intent
modeling approach proposed by (Chen et al.| (2020a). Unlike typical implementations
where the outputs of h = K attention heads are combined, we preserve these outputs
separately as K distinct aspect embeddings. The formal implementation of A is as

follows:

A = A(q, P*) = MHA(q, P*, P*) = {head;, - - - ,headf}, (4.1)

a; = head; = Attn(qW2, P*WX, P*W}Y), (4.2)

Here, the query embedding g functions as the query matrix in the self-attention
mechanism, with the candidate passage embeddings P* acting as both key and value
matrices.

Notably, the input projection matrices WiQ, WX and W) in DUB’s aspect

2 (2

extractor are dimensioned as R?*?, differing from the matrices in traditional models,
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which are dimensioned as R¥%”  This modification ensures that the output of each

head has the necessary dimensionality of d to effectively represent one query aspect.

4.1.3.2 Aspect Extractor Using GDKM-based Clustering

An alternative intuition for query aspect extraction is the premise that passages
covering the same query aspect typically have more similar embeddings compared to
those covering different aspects (Su et al., [2021)). Building on this concept, we utilize
clustering on candidate passage embeddings P* to derive aspect representations.

In the clustering-based aspect extractor component, we directly incorporate pas-
sage interactions, unlike the MHA-based approach, which captures these interactions
indirectly through their similarity to the query embedding. The clustering-based
aspect extraction process consists of two main steps: (1) clustering the passage em-
beddings to group similar content; and (2) generating an aspect embedding from the
passages within each cluster. This method allows for a more direct analysis of the
relationships among passages, facilitating more distinct and coherent aspect identifi-

cation.

Step 1: Clustering passages with Generalized Differentiable K-means. The clustering
component for aspect extraction must be differentiable so that the encoder (£) pa-
rameters can be optimized using gradients from the loss function. To overcome the
limitationsﬂ of DKM (Cho et al.| [2021) for query-specific passage clustering, we intro-

duce GDKM, a generalization of DKM. This approach limits the number of clusters

'DKM achieves differentiability through an attention-based soft assignment, allowing each in-
stance to belong to all clusters with varying attention weights. However, DKM can converge to a
trivial solution where every instance forms the same K clusters, which is undesirable. |Cho et al.
(2021) attempted to mitigate this by limiting the process to a maximum of five clustering iterations
to prevent such convergence. While this may be effective for clustering stable sets of instances, it
is not adaptable for dynamically changing sets of passages across different queries. The optimal
number of clustering iterations might vary by query.
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Algorithm 1: GDKM algorithm

Input: Passage embeddings P*, minimum moving distance €, number of clusters
K, temperature 7, degree of freedom v, and mask attention value ¢.
Output: Cluster assignments & and centroids f&
1 Function GDKM(P* ¢, K, 7,v,1):

2 p < K-means++(P*, K) // Initialization; |u| ==K
3 while True do
4 6 < {0y = cos (ps, pj)}, 1< i <|P*[,1<j < |[pf
5 o oy = SPREETSY 1<i <[P 1< < |l
6 fori=1,2,---,|P*| do
7 t + sort-desc(ali])[V] // v—largest in «fi]
8 for j=1,2,---,|p| do
9 if Qjj >t then
10 ‘ Ofij < QG
11 else
12 ‘ Qj <L
13 end
14 end
15 end
16 e (= B 1< < |PY 1< < |l
17 if ||t — p|| < € then
18 G {agh 1< < [PP,1<j < |
19 return &, fi // converge and exit
20 else
21 ‘ o< // go to the next iteration
22 end
23 end

to which each instance (passage) can be assigned, allowing a passage to belong to
multiple, but not all, clusters in a probabilistic manner.

We introduce a hyperparameter, degree of freedom, denoted by v, which specifies
the maximum number of clusters an instance can belong to. GDKM offers a flexible
framework as it can mimic the original K-means algorithm (MacQueen, |1967) when
v is set to 1, and can replicate DKM when v is set to K. By setting v to an integer
between 1 and K, GDKM effectively models passages covering multiple aspects of
the query without encountering the convergence issues typical of DKM. The broader

applicability of GDKM for other tasks is a subject for future exploration.
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Figure 4.2: Aspect extraction using GDKM clustering (K=3, v=2). Each cluster
contains passages that are inside its border and passages that point to its border.
E.g., both py and p, are part of the yellow cluster, with the former having a higher
probability, whereas p3 does not belong to this cluster.

The pseudocode of GDKM is presented in Algorithm [I} Highlighted lines indi-
cate the extension to DKM. For each passage embedding, the clustering layer first
estimates the probability of its membership in each latent cluster, resulting in an
attention matrix denoted by a in line 5. Instead of using this attention matrix to
compute new centroids as in DKM, we only keep the highest v attention weights per
passage (line 10) and mask the rest with a small constant value ¢ (line 12). New
cluster centroids are then calculated based on the masked attention matrix &. After

convergence, GDKM outputs cluster assignments & and cluster centroids @& from the

final iteration.

Step 2: Generating aspect embeddings from clusters. A passage that belongs to at
most v clusters can be represented in up to v distinct ways. In DUB, each passage
is therefore represented with v embeddings, each corresponding to a potential query
aspect it might cover. To facilitate this, DUB employs a multi-layer Transformer,

denoted by T, to derive aspect-specific representations of passages P from the initial
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embeddings P* and their cluster assignments &, such that 15, o' =T (P* &). This
process is depicted in Figure [4.2

We use the clustering assignment & to organize P* into K sequences of passage
embeddings P’, where each passage embedding from P* is replicated v times. We
pad shorter sequences with zero vectors for batching and denote the padded sequence
length as L. The clustering assignment & is reformatted into a’ by removing entries
with masked value ¢ (as these do not appear in P’) and adding entries for padded
embeddings with ¢, resulting in o’ € RE*L.

The multi-layer Transformer 7 applies in-sequence (in-cluster) self-attention to
update the passage embeddings, allowing each passage to be influenced by others
in the same cluster that cover the same query aspect. This refined, aspect-specific
passage embedding approach, 13, reduces ambiguity compared to P* and enhances the
accuracy of the aspect embeddings. Finally, the aspect embeddings A are calculated
by averaging the aspect-specific embeddings P ¢ RExLxd weighted by their degree

RKXL

of membership o’ € , expressed as A = Softmax(a’ )13T, where PT signifies the

transposition of the first two dimensions of P.

4.1.4 Diversified Ranker

Explicitly modeling the possible query aspects covered by candidate documents
allows us to estimate their relevance to those aspects and provide a diversified ranking
of retrieved results, similar to explicit models (Dang and Croft} |2013} |2012; [Hu et al.,
2015; Jiang et al., 2017; |Qin et al., 2020, 2023}, |Santos et al.l [2010a), 2012; Sarwar et al.,
2020)). For this purpose, we first estimate document-aspect coverage by simply taking
the cosine similarity of query-biased document embeddings D and aspect embeddings
A. In addition, we also use the cosine similarity between document embeddings D
and the original query embedding q to represent documents’ overall relevance to the

query. Thus, a document is represented with K + 1 features.
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In the score-and-sort re-ranking paradigm, we employ a multi-layer feed-forward
neural network P with batch normalization. This approach follows previous diver-
sification studies (Yan et al., [2021; [Yu, |2022) and serves as the mechanism for our
diversified ranker.

The formal definition of the diversified ranker P can then be represented as follows:

S = P(Concat(cos(D, A);cos(D, q))), (4.3)

4.2 Addressing Data Scarcity with Explanation-based Pre-
training

DUB comprises three learnable components F = {€, A, P}, designed to be trained
end-to-end on a search result diversification dataset. This training approach allows
the text encoder £ and the aspect extractor A to be optimized specifically for the
task of diversified re-ranking. However, a significant challenge in training DUB is the
scarcity of data, particularly evident in the largest publicly accessible SRD dataset,
TREC Web Tracks, which contains fewer than 200 queries in total from year 2009 to
2012. To mitigate this data scarcity, we propose a strategy that involves pre-training
the parameter-intensive components {£, A} on a related explanation task, which has
access to a larger volume of weak-supervision data. Following this pre-training phase,
the entire model F = {&, A, P} undergoes end-to-end fine-tuning for SRD, enabling

comprehensive optimization and application to the diversification task.

4.2.1 Pre-training with Aspect Matching

Inspired by previous research that utilizes the structured data from Wikipedia to
simulate the query-aspect-passage structure typical in information retrieval tasks (Di-
etz et all [2017; [Rahimi et all 2021)) and our previous approach (Section [3.1.1)), we
generate weak training data for initial pre-training. This prepares DUB’s components

to better extract aspects from free text.
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4.2.1.1 Aspect Pre-training Data

For the pre-training of the text encoder £ and aspect extractor A, we create
a weakly supervised dataset from Wikipedia, termed Wiki. This dataset utilizes
Wikipedia articles, using their titles as search queries, their section headings as query
aspects, and the content sections (excluding the introduction) as multiple relevant
passages. We select articles with eight or more sections, resulting in 203,751 training
samples. During pre-training, DUB randomly samples K aspects per query, and
reference aspect embeddings A, are created by encoding the concatenation of the

article title (query) and section headings (aspects).

4.2.1.2 Aspect Matching Task

Each training sample consists of a query ¢, K reference aspects A,., and passages
relevant to both the query and these aspects. The embeddings of these reference
aspects are generated by A, = £(A,), where A, € RE*4 The primary goal of
this pre-training task is to align the predicted aspects (A) with the reference aspects
(A,) within the embedding space. Given the inherent difficulty in directly minimizing
their pairwise differences due to lack of clear alignments, we introduce two innovative

solutions.

4.2.1.3 Optimal-Transport Based Objective

We cast the alignment of predicted and reference aspect embeddings as an instance
of the optimal transport (OT) problem and solve it with an existing OT solver. This
is inspired by works on aligning token embeddings from different languages (Algahtani
et al., 2021 Huang et al.| [2023b; Nguyen and Luu, [2022)). In this OT formulation, we
define the cost matrix M as the pairwise cosine distance between predicted aspect
embeddings A and reference aspect embeddings A,.. The error in matching these two
sets of embeddings is the total transportation cost from A to A,., defined as y- M,

RKXK

where vy € is called the transportation matriz. The 7y, that minimizes the
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transportation cost is called the optimal transport matrix, which intuitively represents
the optimal alignment between A and A,. To overcome the intractability of the linear
programming solutions for finding y,, we use the IPOT algorithm (Xie et al., |2020)
to compute the OT matrix y,. Finally, we define the objective for aspect matching

as the optimal transportation cost:
Lor(AA,) =Y, M, (4.4)

4.2.1.4 Teacher-Forcing Based Objective

The clustering-based aspect extractor can be trained with an alternate objec-
tive. Note that this aspect extractor comprises an GDKM clustering layer (without
trainable parameters) and a multi-layer Transformer 7 (with trainable parameters).
Only GDKM causes nondeterministic matching between predicted and reference as-
pect embeddings. Therefore, during the pre-training step, we can skip GDKM and
directly give true “clustering” assignment & as input of 7. This is similar to teacher-
forcing training (Williams and Zipser, 1989) used for training sequence generation
models (Raffel et al 2020). This provides training stability by eliminating potential
misalignment of embedding sets from the OT solver. The loss function of this training

method is defined based on the cosine distance of matching embeddings as:

Lrr(A, A,) Z (1 —cos(a,a;)), (4.5)

We observe slightly better performance of DUB-GDKM using this loss for pre-training
compared with the OT-based loss (Eq. .

4.2.2 End-to-end SRD Training
A multi-layer feed-forward neural network P predicts ranking scores S for doc-

uments in R based on (K + 1)-dimensional features of aspect coverage and query
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similarity. We use the a-DCG loss (Yan et al) 2021) to optimize the entire DUB

model F = {&, A, P} using training data with aspect-level relevance judgements.

4.3 Experimental Setup
In this section, we detail the datasets, baseline approaches, and metrics used to

evaluate the search result diversification performance of DUB.

4.3.1 Evaluation Datasets

TREC-Web. The TREC Web track datasets from 2009 to 2012 are used for
evaluating search result diversification (Jiang et al.l 2017; Qin et al., 2020, 2023; Su
et all [2021; Yan et al., 2021). The combined dataset, referred to as TREC-Web,
consists of 198 topics after excluding two topics without subtopic judgments, and
documents from the ClueWeb’09-Category B collection. Five-fold cross-validation is
conducted using the same data folds as previous works (Jiang et al., |2017; |Qin et al.|
2023).

MIMICS-Div. The MIMICS-Div dataset is constructed based on the “Click-
Explore” version of the MIMICS datasets (Zamani et al., 2020)). We repurpose MIM-
ICS to evaluate search result diversification, particularly to simulate a scenario with
abundant real queries and investigate the effects of pre-training on large-scale open-
domain data. Specifically, each candidate answer for a query-clarification pair is
considered as a query aspect. The MIMICS datasets do not provide full document
contents or relevance labels. Following prior study (Hashemi et al., 2021), we con-
sider the concatenation of a document’s heading and snippet as its content, and a
document is deemed relevant to a query aspect if it contains all the aspect terms.
MIMICS-Div contains 8,166 queries with an average of 3.17 aspects per query. It is
important to note that the relevance assessments in MIMICS-Div are not manually

verified, but automatically inferred based on terms overlaps (see Section |3.1.2)).
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4.3.2 Competing Methods

In this section, we categorize competing search result diversification methods into
three groups and provide brief explanations of their similarities to and discrepancies
from our method, DUB.

(1) Explicit models by extracting aspects from search results: We develop
two baselines based on topic modeling (Carterette and Chandar, 2009), which align
with DUB’s approach of explicit diversification through aspect extraction from can-
didate documents. These baselines use unsupervised methods to extract latent topics
(representing query aspects in our context) and model each topic as a probability
distribution over the vocabulary (an unigram language model). The probability of a
document covering a query aspect, Pr(d;|a;), is approximated by [[ Pr(v|a;) for each
document and aspect. We employ the unsupervised explicit diversification algorithm
xQuAD (Santos et al. |2010b) to re-rank candidate documents. In xQuAD, we use
uniform aspect importance distributions and tune the balance parameter A\ (for bal-
ancing relevance and diversity) through cross-validation. We compute aspect models
using LDA (Blei et al., 2003) and the neural topic model BERTopic (Grootendorst,
2022)), resulting in the baselines LDA-xQuAD and BERTopic-xQuAD.

(2) Neural implicit models: We focus on two recent implicit SRD models,
namely Graph4Div (Su et al.;[2021) and DALETOR (Yan et al.,[2021). These models,
like DUB, do not depend on predefined query aspects and instead infer relevant
aspects implicitly.

(3) Explicit models utilizing aspects from external sources: This category
includes unsupervised explicit SRD methods such as xQuAD (Santos et al., [2010a),
PM2 (Dang and Croft, [2012)), and HxQuAD/HPM2 (Hu et al., [2015)), which rely on
query aspects derived from external sources. Additionally, DSSA (Jiang et al.| [2017)),
DESA (Qin et al., 2020), and GDESA (Qin et al.| [2023)) utilize Google’s first-level
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query suggestions as external aspects but differ as they are supervised neural models

optimized with aspect-level judgments.

4.3.3 Evaluation Metrics

We adopt the official TREC evaluation methodology for the diversity task. On
TREC-Web, we report the following evaluation metrics with a cut-off set to 20, as
done in previous studies: a-nDCG, ERR-IA, NRBP, Pre-IA, and S-rec. We set the
parameter « to 0.5, the default setting in the official TREC evaluation program. On
MIMICS-Div, we report a-nDCG@{5,10} and ERR-IAQ@{5,10} since the candidate
set contains at most 10 documents. For conducting statistical significance tests, we
employ the t-test with Bonferroni correction at the 95% confidence level. Statistical
improvements that are significant over all baseline models are indicated with a

symbol in the result tables.

4.4 Experimental Results and Analysis

The performance of various approaches on the TREC-Web dataset is detailed
in Table [4.1], where results are grouped based on the representation of queries and
documents. Baselines are categorized according to the characteristics outlined in
Section [4.3.2] Notably, DUB-GDKM outperforms all baseline groups, underscoring
its efficacy. The improvements are statistically significant across all metrics, with the

exception of Pre-IA. Below, we further analyze key observations from the results.

4.4.1 Importance of Supervised Aspect Extraction

The results in Table[4.]indicate that all explicit baselines utilizing aspects from ex-
ternal sources (category (3)) outperform those that extract aspects from top-retrieved
documents using topic modeling (category (1)). Despite the prevailing trend in prior
studies, our DUB, which extracts aspects from top-retrieved documents, surpasses

the performance of supervised explicit models (DSSA, DESA, and GDESA) that uti-
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Table 4.1: Search result diversification on TREC-Web.

# | Metric | a-nDCG  ERR-IA NRBP Pre-IA  S-rec
‘ Term-level Representations

1] (1) LDAxQuAD | 0335 0224 0183 0.127 0.608
2 | (3) GQS-xQuAD 0.413 0.317 0.284  0.161  0.622
3| (3) GQS-PM2 0.411 0.306 0.267  0.169  0.643
4 | (3) GQS-HxQuAD 0.421 0.326 0.294  0.158  0.629
51 (3) GQS-HPM2 0.420 0.317 0.279  0.172  0.645

SBERT as Text Encoder

6| (1) BERTopic-xQuAD [ 0.330  0.232  0.199 0.140  0.555
7| (2) DALETOR 0.411 0.317 0.278  0.151  0.614
8 | (2) Graph4Div 0.475 0.375 0.343  0.187  0.669
9 | (3) DSSA 0.461 0.357 0.324  0.185  0.649
10 | (3) DESA 0.473 0.370 0.338  0.185  0.657
11 | (3) GDESA 0.478 0.376 0.344  0.186  0.666
12 | DUB-MHA 0.4977 0.3917  0.363"T 0.188  0.674
13 | DUB-GDKM 0.508"  0.399" 0.374" 0.190 0.680"

Ablations

14 [ DUB-MHA (no-PRE) | 0473 0372 0336 0.185 0.663
15 | DUB-GDKM (no-PRE, v=2) | 0.461 0.360 0.320  0.184  0.658
16 | DUB-GDKM (v=1) 0.493T 0.387"7  0.358"  0.188  0.673
17 | DUB-GDKM (v=3) 0.506"  0.397"  0.3717  0.190 0.679%
18 | DUB-GDKM (v=8) 0.437 0.343 0.293  0.181  0.647

lize Google query suggestions as aspects (#12-13 vs. #9-11). This finding highlights
that an effective aspect extractor, capable of deriving query aspects from top-retrieved
documents, can significantly enhance search result diversification, offering advantages

over reliance on external sources for aspect generation based solely on the query.

4.4.2 Utility of Pre-training

As shown in Table variants of DUB that were not pre-trained on Wiki (indi-
cated as “no-PRE”) display reduced performance on TREC-Web (#14-15 vs. #12-
13). This decline in effectiveness is particularly notable in the GDKM-based model
compared to the MHA-based model, which can be attributed to the larger parameter

count of the GDKM-based model, necessitating more extensive training data.
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Table 4.2: Search result diversification on MIMICS-Div.

Metric a-nDCGQ5 ao-nDCG@10 ERR-IAQ5 ERR-IA@10
Graph4Div 0.614 0.701 0.420 0.459
DALETOR 0.678 0.759 0.484 0.512
MO4Div 0.679 0.762 0.487 0.515
DUB-MHA 0.699° 0.7901 0.5121 0.543"
DUB-GDKM 0.705' 0.797" 0.514f 0.5497
Ablations

"DUB-MHA (no-PRE) | 0.687F 0.780F 0.503F 0.532F

DUB-GDKM (no-PRE) 0.6821 0.773t 0.498% 0.5241

4.4.3 Diversification on MIMICS-Div

For a comprehensive analysis of the role of pre-training, we evaluated the perfor-
mance of our models and applicable baselines on the MIMICS-Div dataset, which,
unlike TREC-Web, contains numerous training queries. The results are presented
in Table 1.2l We observe that DUB significantly outperforms strong baselines, even
without pre-training on Wiki. This suggests that pre-training on Wiki is not crucial
for DUB when a sufficient number of search result diversification training queries are
available. However, the additional improvements seen with pre-training on Wiki still

underscore the value of this transfer learning strategy.

4.4.4 Discussion: MHA vs. GDKM

In this section, we discuss the strengths and weaknesses of the two implementa-
tions of the aspect extraction component A. DUB-GDKM delivers the best diver-
sification performance on both evaluation datasets and provides a higher degree of
attributability, enabling easier tracking of an extracted aspect back to a cluster of
passages. Conversely, DUB-MHA, while less effective than DUB-GDKM, still sur-
passes all baseline models. It benefits from having fewer parameters and not utilizing
a clustering layer, offering two key advantages: (1) DUB-MHA requires less training
data and performs better without pre-training, as evidenced by the results in Tables

and 4.2} and (2) DUB-MHA is more efficient in processing.
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4.5 Evaluation of Latent Aspects
In this section, we directly assess the efficacy of latent aspects (embeddings) gen-
erated by DUB, specifically examining their diversity and relevance not just for di-

versified reranking.

4.5.1 Compared Methods

We evaluate the aspect representations generated by LDA, BERTopic, Google
query suggestions (referred to as GQS) (Hu et al., [2015), GPT-3.5 (Brown et al.,
2020)), and aspect embeddings from DUB-GDKM on the TREC-Web dataset. For
GQS and GPT, we consider the first 8 aspects per query. Notably, aspects from LDA,
GQS, and GPT are presented in textual form, while aspects from BERTopic and
DUB-GDKM are represented using SBERT embeddings. To facilitate comparisons,
we use the same encoder £ to transform GQS and GPT query aspects into aspect
embeddings. During this transformation, we exclude embeddings corresponding to
the query terms to prevent the aspect embeddings from becoming overly similar and
thus reducing diversity scores.

Additionally, we convert the aspect embeddings from BERTopic and DUB-GDKM
into tokens by selecting the top-5 tokens whose embeddings from £ most closely
match each aspect embedding. This method is consistent with established practices
for interpreting Transformer embeddings (Dar et al., 2022} Geva et al., [2021). We
apply the same tokenization approach to GQS and GPT aspect embeddings, ensuring
that each aspect is adequately expanded and represented by 5 tokens (even though
many originally have just 1 token per aspect).

This dual approach allows us to compare aspects both in their textual form and

their latent representations, offering a comprehensive view of their utility.
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Table 4.3: Evaluating the quality of extracted aspects.

Metric Diversity Relevance
token embedding | A-MAP A-nDCG

RM3 - - +0.020 +0.011
LDA 0.287 - -0.007 -0.005
BERTopic 0.661 0.272 +0.006 +0.004
GQS 0.887 0.533 +0.008 +0.005
GPT 0.917 0.673 +0.003 + 0.001
DUB-GDKM | 0.862 0.404 +0.026"  40.017"

4.5.2 Measuring Diversity

We assess the diversity of aspects using two distinct metrics. Firstly, we calculate
the average dissimilarity of aspect embeddings—this involves computing the dissim-
ilarity for all pairs of aspects per query and then averaging these values across all
queries. We utilize cosine distance to measure the dissimilarity between embeddings.

Secondly, we measure token diversity, which quantifies the percentage of unique
tokens within the top 5 tokens of all aspect models. This metric, originally proposed
to assess the diversity of topic models (Dieng et al., [2020), provides insight into the
variety of terms generated by each model.

Table [4.3| presents the diversity scores of various aspect models. At both the token
and embedding levels, DUB-GDKM surpasses traditional topic model baselines such
as LDA and BERTopic. However, GPT generates the most diverse aspects overall. It
is important to note that DUB-GDKM is configured to extract 8 aspects per query,
despite many queries, according to TREC labels, typically featuring fewer than 8
distinct aspects. This configuration might lead to some overlap among the aspects
produced by DUB-GDKM. Conversely, aspects derived from GQS and GPT usually
encompass a broader range of unique query intents, although there is no assurance of

their relevance to any specific document in the corpus.
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4.5.3 Measuring Relevance

Query expansion with language modeling (Ponte and Croft, [1998]) serves as an
extrinsic evaluation of aspect models. The underlying intuition is that better quality
extracted aspects lead to enhanced retrieval performance when these aspects are
used to expand the original query. The expanded language model for the query is

formulated as follows:

Pr(tlg) = § Pr(tlg) + (1 - 5) Pr(t|A), (146)

where Pry,(t|g) is the maximum-likelihood language model of the original query,
Pr(t|A) is the language model derived from the aspects, and [ is a tuning hyperpa-

rameter. Aspect language models are computed by:

Pr(t|A) = — iz Prlile) (4.7)
> rev 2ie Pr(tlai)

For the query expansion, we incorporate the top 40 terms (5 terms for each of
the 8 aspects) from each aspect model, using the top 50 documents as the source
for aspect extraction (except for GQS and GPT, which do not require documents).
We also compare these results with RM3 (Abdul-Jaleel et al., [2004; Lavrenko and
Croft, [2017)), a robust query expansion baseline. RM3 settings include selecting 40
expansion terms from the top 50 documents, and the interpolation parameter [ is
set to its default value of 0.6. The retrieval index is constructed using all documents
from TREC-Web, not the entire ClueWeb’09 Category B. In Table we report the
performance difference between using the maximume-likelihood estimate of the query
language model and the expanded query language model, measured by MAP and
nDCG, denoted as A-MAP and A-nDCG, respectively. Notably, the aspect models
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derived from DUB-GDKM significantly outperform all other methods. This indicates
that DUB-GDKM is capable of generating query aspects that are most helpful in
retrieving relevant documents, offering an explanation for its superior effectiveness in

diversification.

4.6 Summary

We introduce DUB, an interpretable-by-design ad-hoc ranking model for search
result diversification that utilizes latent query aspects extracted from candidate doc-
uments as rationales. This end-to-end learnable framework not only preserves the
intrinsic interpretability of coverage-based SRD frameworks but also maximizes effec-
tiveness. It incorporates latent aspect embeddings to facilitate the joint optimization
of a text encoder, a query aspect extractor, and a diversified document ranker. Ad-
ditionally, DUB enhances its capabilities by optionally leveraging knowledge from
Wikipedia through pre-training, effectively addressing the challenge of data scarcity
in search result diversification. Experimental results show that DUB significantly
outperforms existing state-of-the-art diversification models.

So far, we have employed Transformer-based language models to generate aspects
as explanations of relevance (Chapter 3) and to learn contextualized, fine-grained
query aspect representations within a highly effective search result diversification
framework (Chapter 4). The queries targeted so far are restricted to being ambiguous
or underspecified, with explanations that are aspect-like in nature. In the remaining
chapters, we aim to broaden the scope of natural language explanations beyond mere
query aspects. We will explore the application of generative large language models
for producing natural language explanations and examine their utility in enhancing

information retrieval models.
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CHAPTER 5

EXPLANATION-GUIDED DATA AUGMENTATION
USING GENERATIVE LANGUAGE MODELS

As ad-hoc information retrieval continues to improve through advanced language
models and machine learning methods, a critical challenge is data scarcity. It is
well-known that these large models require extensive labeled data for effective opti-
mization. However, in many retrieval tasks and domains, such labeled data is scarce or
nonexistent at the scale required to train or fine-tune IR models to achieve satisfactory
performance. Although human-annotated data is of high quality, it is prohibitively
expensive and thus impractical to acquire in those quantities.

A prominent solution to data scarcity in machine learning is automatic data aug-
mentation. In the context of ad-hoc IR, this is primarily achieved through synthetic
query generation (SQG) (Bonifacio et al., 2022; Boytsov et al., [2023; |Chandrade-
van et al., [2024; |Chaudhary et al.| 2023 Dai et al., 2022; |Jeronymo et al.| 2023},
Reddy et al., [2023; [Saad-Falcon et al., 2023; [Sachan et al. |2023; Wang et al., [2022a).
Typically, IR involves a large corpus of documents but lacks sufficient relevant query-
document pairs. SQG addresses this issue by generating queries that are potentially
relevant to the documents in the corpus, thereby creating synthetic training data.

As a language generation task, synthetic query generation SQG has rapidly pro-
gressed due to advances in generative large language models (LLMs). Significant im-
provements have shifted from smaller-scale models such as BERT and T5 (Nogueira
and Linj, 2019) to LLM-based approaches. While the former requires hundreds of

thousands of relevant query-document pairs for training, LLM-based methods can
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adapt to SQG with very few examples. This ability of LLMs to adapt to new tasks
with minimal samples, known as in-context learning (ICL) (Wei et al.| 2022a), is
exemplified by Promptagator (Dai et al., 2022) and InPars (Bonifacio et al. 2022;
Jeronymo et al. 2023)), which use fewer than 10 query-document pairs to prompt
LLMs to produce synthetic queries.

However, several issues with current SQG approaches have been identified. First,
while query generation effectively aids the adaptation of IR models to new domains,
the majority of synthetic queries generated by LLMs tend to be relatively straightfor-
ward and generic. For example, many synthetic queries are simple factoid questions
about an entity from the document (e.g., “What is UMass Amherst?”), lacking depth,
detail, and diversity. This raises questions about the effectiveness of the approach
and whether it could be improved by generating more challenging and diverse queries.
Second, it is common practice to use documents randomly sampled from the top re-
sults of a retriever as negative training samples. However, there is no guarantee that
these samples are not false negatives (actually relevant) or easy negatives (completely
irrelevant). Given that neural IR models primarily utilize contrastive objectives for
training, we hypothesize that model performance could be enhanced by ensuring that
negative training documents are truly hard negatives.

In light of these issues, we propose a novel SQG method called contrastive query
generation (CQG), implemented through explanation-guided LLM prompting. Our
proposed method involves a language model using two documents as input to predict
a query that is more relevant to one document over the other, while still maintain-
ing some relevance to the second document. This approach contrasts with previous
generate-then-sample strategies, embodying a sample-then-generate methodology.
Additionally, we argue that generating an adequate query that composes a good
training triplet with two documents is a more complex task than simply generating a

relevant query for a single document. Therefore, we employ chain-of-thought prompt-
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ing (Wei et al., [2022¢)) to guide the language model in identifying the similarities and
discrepancies between the two documents, and subsequently generating the query
based on these factors. Experimental results on the TREC Deep Learning Track,
FiQA, and Natural Questions demonstrate the effectiveness of our approach in im-
proving the performance of neural ranking models with near-zero human annotations,

compared to state-of-the-art SQG methods.

5.1 Contrastive Query Generation (CQG)

In this section, we detail the contrastive query generation (CQG) method designed
to enhance the effectiveness of the synthetic query generation process. We begin by
formally defining the task of CQG. Since our approach distinctively generates queries
from two documents instead of one, representing a significant departure from prior
works, we then outline the procedure for mining contrasting documents. Following
this, we explain how to leverage natural language explanations in the form of chain-of-
thought prompts to generate synthetic queries. Finally, we introduce verification and
data cleaning steps as methods to address the hallucination limitations commonly

associated with large language models.

5.1.1 Task Definition

While synthetic query generation can be leveraged to train first-stage dense re-
trieval models (Dai et al.,|2022), like most works in the literature, we focus on training
neural ranking models (cross-encoders) using pointwise/pairwise ranking loss func-
tions (Bonifacio et al. [2022; |Boytsov et al., 2023} |Jeronymo et al., 2023). Consider
a collection of documents, or a corpus, D, where each d; € D represents a doc-
ument. The goal of SQG is to create a training dataset D’ consisting of triplets
D' ={(df,d;,q)}. In each triplet, d* from D is designated as the source document,

and d~ from D as the contrasting document, with the relevance level between the
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query g and the source document being higher than with the contrasting document.
Note that the size of the training dataset |D’| is usually smaller than the size of
the corpus |D|. We establish several considerations for building the augmentation

training dataset D’, which prior generate-then-sample methods fail to consider:

C1 Query ¢; should be more relevant to the source document d;f than to the con-

trasting document d; .

C2 There should be some level of relevance between the query ¢; and the contrasting

document d; ; in other words, d; should be a hard negative.

C3 All queries across D’ should exhibit diversity that can be reflected in different

styles, levels of difficulty, and other factors.

In the following subsections, we introduce details about CQG that fulfill these

considerations.

5.1.2 Contrasting Documents Mining

Given the core concept of CQG is to derive a query from a pair of source and con-
trasting documents, the initial challenge is identifying contrasting documents with-
out pre-existing queries. To make a contrasting document a hard negative (C2), it
is crucial that these two documents share some level of similarity—either lexical or
semantic. Therefore, it is feasible to use the source document as a query and employ
a first-stage retriever to search the corpus D. In our pilot experiment, we found that
lexical retrievers like BM25 (Robertson et al.;|1995)) and unsupervised dense retrievers
like Contriever (Izacard et al. [2022) identify contrasting document sets that are quite
different from each other. We chose to use Contriever in this study. The proximity in
the dense embedding space of Contriever suggests that two passages are likely from

the same or similar documents (Izacard et al| 2022). However, fully relying on it
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to find contrasting documents does not guarantee that adequate queries can be gen-
erated. Since we observed that most synthetic queries focus on entities, we further
apply an entity-based filter on top of Contriever to select contrasting documents that
share entity mentions with the source document, based on an entity linking model.
Specifically, given a source document d*, we first utilize Contriever to search the

corpus D using d* as the query, acquiring K top-ranked documents:

D™ = Contriever,, x(d", D) (5.1)

Subsequently, we employ the autoregressive entity retrieval model GENRE (De Cao
et al., 2020) to identify the five most likely entity mentions in both the source doc-
ument and all documents in D~. We then randomly select one document from D~
that shares at least one entity mention with d* as d~. This methodology ensures that
d™ and d~ share semantic similarity, based on the output from Contriever, as well as

common entities, based on the findings from GENRE.

5.1.3 Query Generation with Explanation-Guided Prompting

Having obtained contrasting documents that partially fulfill consideration C2, in
that two documents sharing semantic similarity and entity mentions, we can now use
generative large language models to generate synthetic queries that aim to address
all three considerations.

The way synthetic queries are generated in previous generate-then-sample meth-
ods is to prompt LLMs to produce potentially relevant queries from a single source
document (instruction), conditioned on a few document-query examples (demonstra-
tions). We argue that finding a relevant query for a document is an easy task, and
thus LLMs always choose to take the easy way of implementation — for instance, rec-

ognizing an entity from the source document and attaching “what is” in front of it
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and forms an easy factoid question. Thus, we propose contrastive query generation
as a more complex generation task, which is fundamentally different from prior SQG
methods.

In CQG, the query generation model first needs to understand the similarity, as
well as the discrepancy between two documents. Then, the model generates a query
according to the similarity, plus the uniqueness of the source document. Specifically,

the input to LLMs in the CQG task consists of three parts.

e Instruction. We instruct the model using natural language to clarify the task.
The specific instruction we use is: “Based only on the facts of two passages,
your job is to generate a question that is related to both passages but can only
be answered by Passage 1 and show why it can only be answered by Passage

1‘77

e Demonstrations. These serve as context for in-context learning (ICL), helping
the model further understand and adapt to the task. We employ two demon-
strations in the following format: “Passage 1: {source document} Passage 2:
{contrasting document} Relevance: {explanation 1} Discrepancy: {explanation

2} Question: {label query}.”

e Prediction. In the end, we provide the source and contrasting documents for
which we would like the query to be generated. We expect the LLM to follow the
demonstrations and provide output in the format of “Relevance: {explanation

1} Discrepancy: {explanation 2} Question: {synthetic query}.”

In practice, we do not actually need the explanations concerning the relevance and
discrepancy between the two documents; however, they are instrumental in leading
up to the synthetic query in which we are interested.

This prompting method achieves consideration C1 through an instruction that

asks for a query answerable solely by the source document. Demonstrations reinforce
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this requirement through examples. Consideration C2 is satisfied by analyzing the
relevance between the two documents and basing the query generation on this anal-
ysis, which naturally allows the query and the contrasting document to share certain
commonalities. Consideration C3, which addresses the diversity of synthetic queries
across the dataset, is achieved through varying dynamics and relationships between
two documents, in contrast to the entity extraction-based approach from a single

document.

5.1.4 Data Cleaning and Verification

Although generative large language models have made significant strides in lan-
guage understanding, instruction following, and in-context learning, these models still
face well-known limitations such as hallucination. In our experiments, we observed
a substantial number of cases where the LLM failed to accurately capture the task,
misinterpreted the documents, or contradicted itself during the reasoning process.
We provide further error analysis in Section[5.3.3] To address these issues, we employ
a series of verification and cleaning steps to select the optimal set of generated data

for training neural ranking models.

5.1.4.1 Format-based Filtering

One of the primary functions of the demonstrations we use in our prompts is to
guide the LLM through a structured process: starting with a relevance-based expla-
nation, moving to a discrepancy-based explanation, and culminating in a synthetic
question. Therefore, we retain only the LLM outputs that adhere to the “Relevance:

b

Discrepancy: ... Question: ...” format. Additionally, in the discrepancy-based
explanations, we include sentences such as “thus a question about ... can only be
answered by Passage 17 in the demonstrations, which lead up to the final synthetic

queries. We have observed instances where the LLM incorrectly identifies informa-

tion that “can only be answered by Passage 2” (the contrasting document). Such
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triplets can significantly undermine the training process as they introduce contradic-
tory training signals, and are therefore also filtered out. Finally, we have noted that
some generated synthetic queries inappropriately reference the source document, for
example, “what are the environmental effects mentioned in Passage 1.” These queries
are not suitable as training material and are removed as well. Note that the format-

based filtering is done automatically through parsing the output texts from the LLM.

5.1.4.2 Answerability Verification with Self Reflection

In the LLM generation process, we emphasize through instruction and demon-
strations that the synthetically generated question should only be answerable by the
source document, not the contrasting document. Recognizing that LLMs may often
overlook this critical requirement, we have implemented an additional verification
step automated by LLMs. This approach, using LLMs to verify their own outputs, is
inspired by the self-reflective capabilities of LLMs (Huang et al., 2023a; Miao et al.,
2023). We use the LLM to confirm whether the source document can answer the syn-
thetic query and to ensure that the contrasting document cannot address the query.
This is achieved by prompting the LLM to determine if the query can be answered
by the content of a document and monitoring the first output token containing “yes”

or “no.” Only triplets that pass both tests are retained for further processing.

5.1.4.3 Consistency Filtering

A critical component in generate-then-sample SQG approaches is consistency fil-
tering, which focuses on the pseudo relevance between the query and source docu-
ments as assessed by an IR model. This ensures that the synthetic query is much
more likely to be relevant to the source document. Dai et al. (2022) and Boytsov
et al.| (2023) implement this using a rank-based approach, retaining only those query-
document pairs where the document ranks among the top five positions when searched

with the query. Conversely, |Jeronymo et al.| (2023) employ a score-based approach,
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keeping only the top 10% of query-document pairs that receive the highest ranking
scores from the neural ranking models being trained. We adopt the score-based ap-
proach to align with our main baseline, InPars-v2 (Jeronymo et al.;2023). It is impor-
tant to note that we consider only the ranking scores of source documents. Although
we experimented with consistency filtering using the ranking scores of contrasting
documents and analyzing the differences between source and contrasting documents

in pilot experiments, these approaches resulted in poorer performance.

5.2 Experimental Setup
In this section, we detail the setup, baseline approaches and datasets used to

evaluate the CQG approach.

5.2.1 Evaluation Setup

We focus on utilizing the acquired triplet datasets from synthetic query generation
to fine-tune a neural ranking model. In this study, we use RankT5 (Zhuang et al.,
2023b), initially fine-tuned on MS MARCO, as our starting ranking model. For
further fine-tuning with synthetic data, we employ pairwise cross-entropy loss. For
evaluation, we re-rank the top 100 results retrieved by Contriever (Izacard et al.,

2022)[1-]. We use nDCG@10 and mRR as evaluation metrics.

5.2.2 Datasets

We utilize the query sets from the TREC Deep Learning Track 2019 and 2020 (Craswell
et al., 2021)), as well as the derived DL-Hard (Mackie et al., |2021) query set, which
focuses on a subset of queries that pose challenges to neural ad-hoc models, for evalu-
ation. As outlined in Section[5.2.1] the neural ranker RankT5 is already fine-tuned on
MS MARCO training data, which shares the corpus with the TREC-DL query sets;

"https://huggingface.co/facebook/contriever-msmarco
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In-domain Out-of-domain

Query Set DL-19 DL-20 DL-Hard | FiQA NQ
# Test Queries 43 54 50 648 3,452
# Relevant documents per query | 95.4 66.8 35.9 2.6 1.2
Corpus Size 8.84M (MS MARCO) 57K 2.68M
Size of CQG Augmentation 32,350 15,288 43,003

Table 5.1: Statistic of evaluation datasets used in the experiments.

thus, TREC-DL 19, 20, and DL-Hard are considered in-domain evaluations. We also
test on two out-of-domain datasets from BEIR (Thakur et al., 2021) — FIQA (Maia
et al., [2018)) and Natural Questions (Kwiatkowski et al., [2019) — where large-scale

training data is absent. See Table for statistics of these datasets.

5.2.3 Competing Methods

Our main competing baseline is InPars-v2, the state-of-the-art open-source generate-
then-sample SQG method, to the best of our knowledge. To facilitate fair compar-
isons, we report results on two versions of InPars. The first version uses the released
generated queriesE| along with corresponding source documents and sampled nega-
tive documents for fine-tuning. It is important to note that this approach utilizes a
different set of random source documents and different LLMs for query generation
(GPT-J by them versus LlaMa-2 by us), as well as varying generation and sampling
procedures. To mitigate the effects of differing source document subsets and LLMs,
we also re-implemented InPars using the same set of source documents and the same
LLM as used in CQG.

In addition to InPars, we compare our approach against several other baselines,
including BM25, Contriever, and Contriever + RankT5. The latter is only fine-tuned

using MS MARCO and does not incorporate synthetically generated data.

’https://huggingface.co/datasets/inpars/generated-data/tree/main
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DL-19 DL-20 DL-Hard FiQA NQ

nDCG mRR | nDCG mRR | nDCG mRR | nDCG mRR | nDCG mRR
BM25 0.506 0.825 | 0.480  0.827 | 0.285 0.542 | 0.236 0.305 | 0.305  0.275
Contriever 0.675 0.938 | 0.666  0.897 | 0.375 0.619 | 0.329 0.410 | 0.498  0.453
Contriever + RankT5 | 0.733  0.979 | 0.718 0.893 | 0.386  0.625 | 0.367 0.450 | 0.510  0.476
InPars (Public) 0.695 0.927 | 0.664 0903 | 0.371 0595 | 0.312 0.396 | 0.453  0.417
InPars (Re-Impl) 0.708 0.961 | 0.713 0927 | 0.398 0.627 | 0.417 0.521 | 0.487  0.444
CQG 0.7477  0.981 | 0.746" 0.961 | 0.425" 0.6607 | 0.410 0.495 | 0.546" 0.510"

Table 5.2: Evaluation results of baseline methods and CQG on five query sets.
“nDCG” represents nDCG@10. Statistical significance (t-tests with Bonferroni cor-
rection at the 95%) over the strongest baseline is marked with .

5.3 Experimental Results and Analysis

In this section, we present and discuss the evaluation results, offering insights into

the inner mechanisms and inherent limitations of our approach.

5.3.1 Effectiveness of Contrastive Query Generation

The evaluation of using synthetically generated data to fine-tune RankTh rankers
is presented in Table [5.2 Initially, we observe that our implementation of InPars
significantly outperforms the queries released by the authors, an improvement at-
tributable to the more advanced open-source LLM, LlaMa-2, compared to GPT-J.
However, InPars shows inconsistent performance, yielding worse results than the un-
finetuned RankT5 on the DL-19, DL-20, and NQ datasets, suggesting that these
generated queries may hurt the learning process of neural rankers. In contrast, the
synthetic queries generated by CQG significantly outperform all baselines on four of
the five datasets evaluated, demonstrating the effectiveness of our approach. Notably,
CQG achieves an nDCG@10 improvement of 3.9% on DL-20, 6.8% on DL-Hard, and
7.1% on Natural Questions. Further experiments and discussions on key components

of CQG are detailed in the next section.
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5.3.2 Ablation Studies

Synthetic query generation systems are often complex, involving multiple steps
such as document sampling, LLM prompting, and consistency filtering, each inter-
acting with specific computational models. The CQG model incorporates an addi-
tional entity linking model to sample contrasting documents. In practice, even minor
changes in these steps can significantly impact the final synthetic training data and,
consequently, the performance of neural rankers that utilize this data.

In this section, we focus on two factors that profoundly impact the quality of the
generated data: entity-based filtering (introduced in Section and the number
of top consistency-filtered samples (introduced in Section [5.1.4.3)).

To evaluate the impact of entity-based filtering, we create a control group by
removing the requirement for the contrasting document to share a common entity
annotated by GENRE. For the second factor, we employ the RankT5 mode]E] (only
finetuned on MS MARCO) to score all query-source document pairs, selecting the
top 1000, 3000, 5000, and 10,000 subsets as training data to finetune the RankT5h
model. The detailed results of this approach are depicted in Figure for in-domain

evaluation and Figure for out-of-domain evaluation.

5.3.2.1 Number of Samples from Consistency Filtering

Upon examining Figures and a clear trend emerges: for all three methods
evaluated, the performance of the ranker worsens as the number of top consistency-
filtered samples increases. This outcome is unexpected and not addressed in previous
research. It appears counter-intuitive since models typically perform better with more
training data, and are generally more prone to overfitting with smaller datasets. This

expectation assumes uniform data quality. However, in this case, as the number of

3We follow Boytsov et al.|(2023) and |Jeronymo et al.| (2023)) to use a ranker to select data before
finetuning it on this data.
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Figure 5.1: Performance of finetuned RankT5 with varying numbers of top consistency
filtered synthetic data, evaluated on in-domain TREC query sets.
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queries increases, the additional training data have lower query-document relevance
scores (according to a ranking model). This marked decline indicates that data with
lower relevance scores for positive documents are ill-suited for training neural rank-
ing models. Including such data could adversely affect the ranker’s understanding
of relevance, as evidenced by performance that falls below the baseline which does
not utilize the augmented data for fine-tuning at all (gray horizontal dashed line).
Conversely, these results also indicate that large-scale neural rankers can be effec-
tively and efficiently fine-tuned with a few thousand high-quality training triplets.
This observation supports the hypothesis that neural rankers benefit significantly
from training with hard negatives, given that a few thousand CQG training queries

generally outperform baseline methods.

5.3.2.2 Effect of Entity-based Filtering

The proposal of an entity-based filtering method aims to enhance commonality
between the source and contrasting documents, thereby facilitating the generation of
synthetic queries related to both documents, which makes the contrasting document
a hard negative. Upon comparing Figures [5.1 and [5.2] we observe that this method
performs well on in-domain evaluation datasets but underperforms relative to the

control group without this entity-based filter in out-of-domain settings. One possible
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Figure 5.2: Performance of finetuned RankT5 with varying numbers of top consistency
filtered synthetic data, evaluated on out-of-domain datasets FiQA and NQ.
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explanation for this discrepancy could be that the entity-based filter, while effective in
narrowly focused in-domain contexts, may inadvertently restrict the diversity of the
training data in broader, out-of-domain scenarios. We recommend that researchers
carefully test these two variants under specific conditions or use cases, and suggest

that more in-depth exploration be reserved for future work.

5.3.3 Error Analysis

We have proposed several data cleaning, filtering, and verification methods in
Section to address anomalies arising during the CQG process. Here, we discuss
typical types of these errors using concrete examples.

Error 1: Referencing the Document in Query. This error occurs when the gener-
ated query explicitly references the source passage indicator (e.g., "passage 17). For

example:

“Relevance: Both passages list ingredients for different recipes. Therefore, asking
a question about one of the ingredients in either passage relates to the topics of
both passages. Discrepancy: Passage 1 lists ingredients for a specific recipe, while
Passage 2 lists ingredients for a more general recipe. Therefore, asking a question
about a specific ingredient listed in Passage 1 cannot be answered by Passage 2.
Question: What type of oil is recommended for frying in Passage 17”

While such questions might be useful for reading comprehension, they are less

effective for learning relevance and are therefore removed with a format-based filter.
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Error 2: Losing Focus on Documents. This error involves the LLM confusing
which passage is the source document and which is the contrasting document. For

instance:

“Relevance: Both passages talk about time and date. Therefore, asking a question
about time and date relates to the topics of both passages. Discrepancy: Passage
1 talks about alternatives for expressing time, while Passage 2 talks about the
technical definition of noon and midnight. Therefore, asking a question about
the difference between noon and midnight can only be answered by Passage 2.
Question: Why is midnight considered neither AM nor PM?”

Such generations are removed with a format-based filter to avoid training on
samples with reversed labels.
Error 3: Forgetting the Task. This error occurs when the LLM shifts from gener-

ating a question to answering one without cause. For example:

“Relevance: Both passages talk about how information is transmitted in the ner-
vous system. Therefore, asking a question about the method of information trans-
mission relates to the topics of both passages. Discrepancy: Passage 1 talks about
electrical signals being converted into chemical signals, while Passage 2 talks about
chemical means of transmitting information. Therefore, asking a question about
the type of signal transmission can only be answered by Passage 1. Question:
what type of signal is transmitted through chemical synapses? Correct answer:
Chemical signals”

These erroneous generations are also removed with the format-based filter.
Error 4: Broken Chain of Thoughts. This error involves logical inconsistencies in
the reasoning process, where the last explanation does not align with the generated

question. For example:

“Relevance: Both passages talk about the Great Barrier Reef. Therefore, asking
a question about the Great Barrier Reef relates to the topics of both passages.
Discrepancy: Passage 1 talks about the structure and formation of the reef, while
Passage 2 talks about the diversity of species living on the reef. Therefore, asking
a question about the structure of the reef can only be answered by Passage 1.
Question: What type of reefs are found in the northern part of the Great Barrier
Reef?”

Such errors are difficult to detect automatically. We hypothesize that the consis-
tency filtering method is effective partly because it filters out many of these errors,

as the queries generated are not directly relevant to the source document.
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These errors exemplify and highlight the current limitations of LLMs in the CQG
task. From another perspective, they also underscore the potential for improving

CQG as LLMs become more robust against such hallucination issues.

5.4 Summary

We address the drawbacks of traditional generate-then-sample synthetic query
generation methods by introducing a new framework called contrastive query genera-
tion (CQG). This framework aims to alleviate data scarcity in training neural ranking
models through data augmentation. By leveraging natural language explanations, we
guide generative large language models to produce queries that render contrasting
documents as hard negatives. Our experiments demonstrate that the CQG method
can significantly outperform baseline query generation approaches in most cases, even
with as few as thousands of training queries, highlighting its effectiveness and effi-
ciency. We also discuss typical limitations of LLMs that constrain our method from
achieving further improvements.

This method exemplifies the explanations-to-LLMs approach, where explanations
serve as an intermediate thought process to generate better queries. In the follow-
ing chapter, we introduce a new perspective that employs the ezplanations-by-LLMs

approach to address a unique ad-hoc retrieval problem.
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CHAPTER 6

AUTO-GENERATED EXPLANATION OF RELEVANCE
FOR SCALE CALIBRATION

Neural ranking models act as the core component of many search systems, of-
ten producing the final document scores. However, these scores are usually treated as
transient information and only the relative orderings are preserved to produce a rank-
ing. While this approach results in well-performing systems with respect to common
retrieval metrics, such as nDCG and MAP, it ignores vital information used by end
users and downstream applications with real-world impacts, such as fairness (Zerveas
et al} 2022), ranked list truncation (Bahri et al., [2020)), and query performance pre-
diction (Faggioli et al., [2023bj; Zamani et al., [2018)).

The common decision to discard the model scores comes from the fact that almost
all neural ranking models are trained to optimize relative orderings of documents as
opposed to their absolute level of relevance. Aligning these ranking scores to a target
scale is particularly difficult due to the nature of each query requiring a differing
amount of information to satisfy its information need. This property is why pairwise
and listwise optimizations are so popular for ranking, as it is much easier to determine
if a document is more relevant than another rather than determining whether the
information is sufficient.

The concept that output scores should have meaningful real-world interpretations
is known as calibration. This ensures that a model’s predictions reliably reflect the
“true score.” The most commonly recognized form of this is uncertainty calibration,

where, for example, a classification model with a confidence of p = 0.47 should be
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correct 47% of the time. In the information retrieval literature, the inherent uncer-
tainty of neural rankers in their stochastic processes has been exploited to develop
models better calibrated to this uncertainty (Cohen et al., [2021; Penha and Hauft]
2021).

Building upon this idea of grounded scores, scale calibration extends this setting
to values that do not have a direct probabilistic interpretation, such as click-through
rates (Bai et al., 2023 Tagami et al., 2013; |Yan et al., 2022)), purchase rates (Chaud-
huri et al., [2017), and document dwell time (Smucker and Clarke, 2012)) and multiple
levels of relevance (Bai et al.l [2023; [Yan et al., [2022) which can exist beyond the [0,1]
range. Recent studies by [Yan et al.| (2022) and [Bai et al. (2023) have highlighted
a conflict between the objectives of ranking and calibration, where optimizing for
one may compromise the other. They have explored scale calibration in learning-to-
ranking (LTR) models, which are typically lightweight and require extensive feature
engineering, making their findings difficult to directly apply to larger, more complex
neural ranking models. This situation raises a pivotal question for our research: What
is the optimal strategy for scale calibration in neural ranking modelsﬂ?

To address this question, we first identify several challenges associated with scale
calibration of neural rankers, as opposed to traditional LTR models. Neural rankers
often utilize advanced neural language models like BERT and T5 (Nogueira and Cho,
2019; Nogueira et al.; 2020} 2019b), which makes them larger and more data-intensive
compared to LTR models. A further challenge is the scarcity of training data suitable
for scale calibration in neural rankers. Labeling data with nuanced levels of relevance
requires substantial effort from skilled annotators or domain experts. Additionally,

the complexity of the textual content in queries and documents introduces further

'Here, “neural ranking models”, or just “neural rankers”, refers to neural models that produce
ranking scores from textual query-document inputs, distinguishing them from deep feature-based
LTR models.
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Task: to assign a meaningful ranking score to the query-document pair.
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Figure 6.1: The key idea of leveraging natural language explanations for scale cali-
bration: Neural ranking models struggle to produce meaningful ranking scores when
encountering complex query-document pairs. We investigate the integration of nat-
ural language explanations as inputs to neural rankers, aiming to simplify the scale-
calibrated ranking task for these rankers.

difficulties. This complexity, coupled with the intricacy of raw information present
in the texts, complicates the development of an effective mapping function from the
input to the desired scale, especially with limited data.

In light of these challenges, we propose transforming raw textual inputs in a
way that enhances the scale calibration of a neural ranker without compromising its
ranking effectiveness. We aim for these transformation techniques to be broadly ap-
plicable, requiring little to no adaptation across different tasks and domains. This
is accomplished by grounding the text via external knowledge, i.e. leveraging the
recent advances in generative and autoregressive large language models (LLMs) and
their emerging capabilities in handling diverse language tasks with minimal supervi-
sion (Wei et al., 2022a). Our hypothesis posits that the calibrated score of a query-
document pair correlates with the confidence and uncertainty that a zero-shot large
language model has in explaining their relevance. To test this hypothesis, we employ
Monte Carlo natural language explanations of query-document relevance to capture

information essential for producing a calibrated ranking score (see Fig. . We de-
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velop two types of natural language explanations: one that aligns with the language
model’s predictions, and another that explicates both assumptions of relevance and
irrelevance.
We conduct document ranking experiments on the TREC Deep Learning track (Craswell

et al.| 2020) and the NTCIR-~14 We Want Web-2 task (Mao et al.,|2019)), both contain-
ing meaningful multi-level relevance labels. Results demonstrate that LLM-generated
NLEs significantly enhance the scale calibration of neural rankers, while maintaining
or even boosting ranking performance in most scenarios. The reduction of calibration

error compared to previous approaches is up to 25% on TREC and 16% on NTCIR.

6.1 Scale Calibration of Neural Ranking Models

In ad-hoc ranking, we define a scoring function ¢ for a given query ¢ and its n as-
sociated candidate documents {d?}?. This function, denoted as ¢4 (q, {d?}), produces
a score for each query-document pair under the given retrieval model parameterized
by ®. The ideal parameters for ® are obtained by optimizing an empirical loss on a
query-grouped training dataset D = {({d?},{y?}) |q € Q}. Here, Q represents the
set of training set queries, and {y,} is a corresponding set of labels for each query g.

The empirical loss is defined as:

L(® |Q| erank {v'}, ¢alq, {d"})) (6.1)

where ['*"% is a ranking loss function for an individual query. In case of neural
ranking, the scoring function is defined by a backbone neural language model. For
instance, using a pretrained BERT checkpoint as ¢, concatenating query and each
candidate document with a [SEP| token in between as the inputs, and leveraging

cross entropy loss and pairwise cross entropy loss as "% leads to the development
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of the widely known monoBERT and duoBERT models (Nogueira et al., |2019al),
respectively. However, it has been observed that popular pairwise and listwise ranking
losses are not scale calibrated due to their translation-invariant property (Yan et al.,
2022)@. This means that adding a constant to all outputs of ¢ does not alter the
loss value. To tackle the task of scale calibration from the perspective of ranking
objectives, we incorporate the calibrated listwise softmax loss (Yan et al., [2022)).
However, we posit that simply employing a calibrated ranking loss for training does
not sufficiently address the scale calibration issue in neural rankers. While calibrated
ranking loss is effective for LTR models, the complex input distributions and the large
number of parameters in modern neural ranking models complicate its application.
Therefore, the challenge is twofold: there is a significant parameter-to-data ratio
imbalance and the task itself is inherently complex. Consequently, addressing the
scale calibration problem in neural rankers requires a more comprehensive approach

that extends beyond the mere application of calibrated ranking loss.

6.2 Scale Calibration with Natural Language Explanations
In this section, we first provide justification for leveraging natural language expla-

nations (NLEs) as a solution for obtaining well calibrated ranking scores. We then

detail two methods for acquiring NLEs and explain the process of using them in the

context of scale calibration.

6.2.1 Overview
We propose a novel two-step approach to obtain a scale-calibrated numerical score
from the textual query and document. The first step of this approach is dedicated to

a deeper processing and understanding of the contents and relationships inherent in

2 Although the cross entropy loss used in monoBERT is calibrated, it assumes only binary labels;
which is something not observed in real-world datasets e.g. multiple levels of relevance (Craswell
et al., |2020; Mao et al.l 2019)
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the input, in the form of natural language explanations. The second step employs a
neural ranker to map the outcomes of the first step into calibrated ranking scores. This
overall strategy is grounded in the recent success of LLMs to establish the relevance of
query-document pairs (Ferraretto et al. [2023) and the demonstrated efficacy of LLM-
generated explanations in various reasoning tasks (Wei et al.| 2022¢|). In addition,
zero-shot LLMs demonstrate exceptional ability to adapt to new tasks and domains
with little to no efforts, making our approach much more generalizable. Specifically,
in the first step, we use an LLM, ¢(-), to generate natural language explanations
(NLEs), €1, for each query-document pair, and then leverage a neural ranker over
only the NLEs. This process can be formally represented as a decomposition of ¢

into:

¢a(q,{d"}) = fo(gu(q,{d"})) (6.2)
= fe({e"}) (6.3)

where W represents the parameters of the LLM, and © encapsulates the parameters of
the neural ranker. The neural ranker f(-) in this setup is adapted to accept the NLEs
of the original inputs as its new inputs. Note that when using Eq. to optimize
parameters & = {©, ¥}, we can optimize the parameters of the LLM ¢(-) and the
neural ranker f(-). While it is possible to perform full or partial fine-tuning on the
LLM parameters ¥, for simplicity and considering the limited amount of training
data, we choose to freeze the LLM ¥ and only optimize parameters of the neural

ranker ©.

6.2.2 Acquiring Natural Language Explanations via LLM Prompting
We investigate two distinct methods for acquiring natural language explanations

with varying characteristics from large language models.
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6.2.2.1 Literal Explanation
In our primary approach, we straightforwardly present the query and document to
the LLM and request both a relevance prediction (either “relevant” or “non-relevant”)

and an accompanying explanation. The format of the promptE] we employ is as follows:

“For the following query and document, judge whether they are relevant or non-
relevant, and provide an explanation. Output ‘Relevant’ or ‘Nonrelevant’. Do
not repeat the content of the query or the document. Query: {query} Document:
{document} Output:”

This method parallels the prompt used by Ferraretto et al| (2023)) to generate
explanations for query-document relevance for training generative rankers. Our ap-
proach differs due to its simplicity and broader generalizability across datasets uti-
lizing zero-shot prompting, in contrast to their use of a fixed set of 7 examples as
demonstrations for few-shot prompting.

A notable limitation of this literal explanation approach is its susceptibility to
inaccuracies stemming from the LLM’s prediction errors. For instance, if the LLM
incorrectly labels a highly relevant query-document pair as “non-relevant,” the re-
sulting NLE will not accurately reflect the true relevance score. One way to mitigate
this issue is to employ a strategy involving Monte Carlo (MC) sampling of multiple
NLEs for the same input and then forming a single NLE via an aggregation algorithm

AGGR (detailed in Section [6.2.3)),

e’ = AGGR({y; ~ gu(ylq,d")}) (6.4)

which aims to diminish the influence of erroneous predictions in the preference of most

likely generation. While we find this method beneficial, it is important to note that

3We experimented with different prompts, but stick to this one for clear performance gains and
ease of formatting.
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there are still a significant number of instances where the LLM consistently generates
incorrect predictions. In such cases, it would be challenging for the neural ranker
f(+) to predict the correct calibrated scores from these erroneous explanations, which

could further disrupt the training process.

6.2.2.2 Conditional Explanation

In response to instances where the LLM persistently errs in judging the relevance
of an input, we also experiment with a different strategy termed conditional expla-
nation. This method involves prompting the LLM to generate reasons supporting
both the relevance and non-relevance of a given query-document pair. The expla-
nation generated is thus conditional, based on the presupposed relevance judgment.
This approach is also related to sampling multiple reasoning paths to enhance the
self-consistency capabilities of LLMs (Wang et al.| [2023)). The prompt we use for this

approach is as follows:

“For the following query and document, explain why they are
{relevant /nonrelevant}. Query: {query} Document: {document} Output:”

In the cases where the LLM is highly confident about the relevance (or non-
relevance) of an input, and we request an explanation for the opposite judgement,
the LLM may not provide useful explanations. For the majority of instances, the
LLM yields conditional explanations from both perspectives. These explanations are
then used by the neural ranker f(-), which learns to synthesize them to determine a
calibrated score (Eq. . This approach allows for a more nuanced understanding
and handling of relevance in scenarios where the LLM’s initial judgment may be

skewed or overly confident.

6.2.3 Aggregating Multiple Monte Carlo Explanations
As previously discussed, relying solely on the most probable output generated by

the LLM, particularly in the literal explanation approach, could introduce bias. To
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mitigate this issue, we propose sampling multiple generations from the LLMs. This
technique has the potential to uncover new insights, which may either support the
initial conclusion with varied reasoning or present contrasting viewpoints. We con-
sider both outcomes to be advantageous. In the former scenario, it leads to a more
robust and multi-faceted argument supporting a specific prediction. In the latter
scenario, the generation of conflicting information by the LLM partially reveals its
uncertainty in comprehending and assessing the content of the input query-document
pair. We hypothesize that this uncertainty in the form of conflicting texts is indicative
of the potential to predict a more calibrated ranking score, similar to how quantita-
tive uncertainty from stochastic neural rankers can be leveraged to improve pairwise
ranking (Cohen et al., [2021; Penha and Hauff] 2021)). In essence, any novel informa-
tion found in less probable generations can also be valuable. Such information can
be integrated into the construction of the NLE for the given input, culminating in
what we term a “meta” NLE. This meta NLE then serves as a more comprehensive
and nuanced representation of the query-document relationship, facilitating a more
accurate scale calibration in the ranking process.

In our method, we adopt an iterative approach (Algorithm to sample new
responses that elucidate the input query and documents. This process begins with an
initially empty set of sentences (Line 2). During each iteration, if a sentence from the
newly generated explanation (Line 4-5) introduces novel information — as determined
by its maximum text similarity to the existing sentences in the set being at or below a
predefined threshold — then this sentence is added to the set (Line 9). This sampling
of new explanations continues until we either reach the pre-defined maximum number
of sampling iterations (Line 3) or fulfill the limit for the number of sentences in the

meta NLE set (Line 10).
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Algorithm 2: Novelty-based NLE aggregation
Definitions: z is an input prompt containing query ¢ and document d. £ is a
sentence splitter. S is a text similarity function and A is a similarity
threshold. k; and k4 are sampling budgets. gy (y|x) is the conditional
output distribution defined by the LLM 1.
Output: Meta NLE ¢
1 function AGGR(z,&,S, A\, ki, ks):

2 e dJ
3 forie1,2,--- k; do
4 yi <y ~ gu(y|z)
5 for s € £(y;) do
6 if e # @ and maz({S(s,ej);e; € e}) > A then
7 ‘ continue
8 else
9 e<—eUs
10 if |e| > ks then
11 ‘ return e
12 end
13 end
14 end
15 end
16 return e

6.3 Experimental Setup

In this section, we detail the datasets, metrics, and baseline approaches, used to
evaluate the scale calibration performance of our proposed approaches. Our eval-
uations are conducted under various settings to address the following key research

questions (RQ):

RQ-1 How do LLM-generated natural language explanations impact the calibration

and ranking performance of neural rankers?

RQ-2 Is there a consistent improvement across different training objectives when using

these explanations?

RQ-3 Can sampling multiple instances of NLEs from the LLM yield empirical im-

provements?

RQ-4 What inherent limitations are posed by the LLM in our approaches?
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This experimental framework is designed to not only quantify the effectiveness of
LLM-generated NLEs in enhancing neural rankers but also to explore the broader

applicability and potential constraints of our methods.

6.3.1 Data

We evaluate the effectiveness of scale calibration methods developed herein, along-
side established baseline techniques, by employing two widely acknowledged datasets
in IR research: the TREC Deep Learning Track (Craswell et al., [2021)), covering the
period from 2019 to 2022, and NTCIR-14 WWW-2 (Mao et al 2019). Henceforth,
for simplicity, we will refer to these datasets as TREC and NTCIR respectively.
The choice of these datasets is motivated by their comprehensive multi-level rele-
vance judgments provided by human annotators and the ample volume of labeled
documents for each query. Specifically, TREC uses passages from the MS MARCO
collection (Bajaj et al.| 2018)), while NTCIR employs web pages from ClueWeb12
Category-Bff] For TREC, we partition the queries from the years 2019 and 2020 for
training, use the 2021 queries for validation, and the 2022 queries for testing. For
NTCIR, the queries are divided into training, validation, and testing sets in a 6:2:2
ratio. For a comprehensive statistical overview and comparative analysis of these

datasets, refer to Table [6.1]

6.3.2 Metrics

Our goal is to devise methods that not only enhance the calibration performance of
neural rankers but also maintain their ranking effectiveness. Accordingly, we evaluate
both calibration and ranking aspects. For ranking evaluation, we use nDCG which
accounts for multiple levels of relevance judgment. We report nDCG for the entire

ranked lists and also focus on the top 10 results (nDCG@10).

“https://lemurproject.org/clueweb12/
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Table 6.1: Statistics of the TREC-DL 2019-2022 and NTCIR-14 WWW-2 Datasets.
The lengths of queries and documents are quantified using BERT tokenization. For
the NTCIR dataset, documents sourced from ClueWeb have undergone preprocessing
to retain only the initial 512 tokens.

Metric TREC-DL. NTCIR-14
# Queries (Train/Val/Test) | 97/53/67 48/16/16
Avg. # docs per query 282.7 345.3
Levels of relevance 4 )
Label dist. (low to high) 58/22/14/6 48/23/17/8/3
Avg. query length 8.0 22.0
Avg. doc. length 70.9 493.2

For assessing calibration effectiveness, mean square error (MSE) and the expected
calibration error (ECE) (Guo et al., [2017)), initially developed for classification cal-
ibration, are widely utilized. ECE quantifies the mismatch between a model’s pre-
dicted confidence, ranging between [0,1], and its actual accuracy by dividing the
model’s predictions into M equally distributed intervals, B,,, and evaluating the
deviation of predicted confidence from observed accuracy. |Yan et al. (2022) have
adapted ECE for regression (and thus, scale) calibration, where predictions p; and

labels y; are not confined to the [0,1] range. ECE for n samples is defined as:

M
ECE:E%‘B%;@—B%ZQ (6.5)
m= i€ i

m 1€Bm

However, the skewed and unbalanced label distribution in our test dataset, as indi-
cated in Table [6.1}Label dist., can bias MSE and ECE, particularly when optimizing
for calibration. This bias is pronounced when models are tuned towards frequently
occurring labels, potentially yielding low errors but poor real-world applicability. To
address this, we propose a class-balanced version of ECE (CB-ECE) that assigns equal
importance to all labels (candidate scale values), thereby mitigating the inherent bias

of the standard ECE. CB-ECE is calculated by first determining the ECE for each
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label k, denoted as ECEy, using the formula in Eq. for samples where y; = k.

The average of all EC'Ej, values across labels is then computed.

ECE=0.123, CB-ECE=1.137

ECE=0.134, CB-ECE=1.084
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Figure 6.2: Reliability diagrams for two models on TREC: The left diagram shows
a model with ranking scores densely concentrated on the lower part of the scale,
which exhibits better ECE performance due to ECE’s failure to account for prediction
coverage across the target scale. On the right, the CB-ECE penalizes this undesirable
behavior, indicating that the model providing better coverage across the scale is more
effectively calibrated.

Reliability diagrams (Murphy and Winkler, |1977), a common tool in calibration,

help illustrate the bias of ECE and justify CB-ECE. These diagrams plot the cal-
ibration performance by grouping samples into buckets based on predicted values
and visualizing the calibration error for each bucket as the absolute difference be-
tween the mean labels and mean predictions, weighted by the number of samples in
each bucket. A perfectly calibrated model would exhibit a reliability diagram aligned
with the diagonal line, indicating accurate correspondence between mean predictions
and labels across all buckets. However, ECE does not account for coverage, or the

model’s ability to adequately span the entire target scale range. Figure highlights
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this, showing one diagram with model outputs concentrated around lower values and
another with outputs covering a broader scale range. Relying solely on ECE might in-
correctly suggest better calibration in the first model. In contrast, CB-ECE re-adjusts
the significance of each target scale value, indicating that the second model, which
aligns more closely with the diagonal and covers a broader range, exhibits better scale
calibration, aligning more closely with our intuitive understanding of effective model

calibration.

6.3.3 Competing Methods

As the scale calibration of neural rankers remains largely an unexplored area, we
have developed several methods to establish meaningful baselines that consist of both
novel approaches as well as from past related work.

Category A: Uncalibrated rankers. These are BERT-based rankers that have
been previously fine-tuned using the MS MARCO dataset (Bajaj et al., 2018]). De-
spite strong performance in ranking tasks on TREC (in-domain) and NTCIR (out-
of-domain), such rankers lacks scale calibration. This is attributed to the binary rel-
evance labels in MS MARCO, which differ from the multi-level relevance judgments
used in TREC and NTCIR.

Category B: Post-hoc calibration of fine-tuned rankers. In this method,
we adjust the output scores of the fine-tuned rankers using a learnable function.
Following the approach of [Yan et al.| (2022), we apply Platt scaling (Platt, 2000),
adapted for regression calibration. Given the output ranking scores of the model s,
the calibrated scores are computed as s’ = exp (ws + b)/2, where w and b are learnable
parameters. It is important to note that under this method, the parameters of the
fine-tuned rankers remain fixed; only the parameters w and b are optimized using the
scale calibration data. This approach maintains the original ranking performance of

the ranker, provided the learned value of w is positive.
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Category C: Further fine-tuning neural rankers on calibration data.
This strategy involves directly fine-tuning a BERT-based ranker with query-[SEP]-
document style inputs on scale calibration data (labels have multi-level relevance
judgements). Using a checkpoint already fine-tuned on MS MARCO allows for a
direct comparison with post-hoc calibration methods (Category B) - they use the
same initial checkpoint and training data, but optimize different parameters. Starting
with a general language model checkpoint not specifically fine-tuned for retrieval tasks
sets up a direct comparison with our NLE-based calibration approaches (Category F)
- they share the same initial weights and training data, but the format of their input
data differs significantly (query-document vs. natural language explanations).

Category D: LLM prompting using rubrics as contexts. Inspired by recent
studies investigating the capability of LLMs in rendering relevance judgments (Fag-
gioli et al.; 2023a}; [Thomas et al., 2023; Zhuang et al. |2023a) and re-scaling (Wadhwa
et al., [2023), we explore leveraging the scoring rubric as a contextual guide for LLM
prompting. The underlying concept is that the LLM’s output should directly align
with calibrated scores according to the given rubric, thereby removing the need for
any post-hoc calibration steps. It is important to note that in this method, the
LLM itself essentially functions as the ranker, without the integration of an addi-
tional neural ranking model. On the TREC dataset, we adopt the prompt method
used by [Thomas et al.| (2023)). Conversely, for NTCIR, we adapt our approach to
incorporate the specific rubric outlined in the task description of NTCIR-14 WWW-
2 (Mao et al., 2019). It is noteworthy that the NTCIR rubric is defined based on

scores provided by two annotators[’] focusing on the quantitative synthesis of annota-

For example, “Relevance=3: One annotator rated as highly relevant, one as relevant.”
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tions. In contrast, the TREC rubric is more qualitatively oriented, emphasizing the
explanation of query-document relationships.ﬁ

Category E: Post-hoc calibration of Monte Carlo (MC) sampling LLM
predictions. In this method, we use the LLM as a zero-shot classifier to determine
whether a given query and document pair is relevant (denoted as 1) or not (denoted
as 0). To mitigate the bias inherent in the most probable generation and to minimize
instances of tied scores, which complicate the derivation of rankings, we sample the
LLM’s responses 20 times for each input and calculate the average of these scores.
Subsequently, we employ Platt scaling (Platt, 2000) to these averaged scores and refine
the parameters using the training set. The prompt we use is similar to that of Zhuang
et al.| (2023a)), with one significant modification: we instruct the LLM to output either
“relevant” or “nonrelevant” in lieu of “yes” or “no”. This alteration stems from
our observation that the LLM exhibits a strong prior towards generating affirmative
responses such as “Yes, I can help you with this request...”, which could potentially
skew the predictions. By specifying the terms “relevant” and “nonrelevant”, we aim
to reduce this bias and achieve more accurate relevance predictions

Category F: Training NLE-based neural rankers on calibration data.
Building upon our methods for generating and aggregating natural language expla-
nations (NLEs) for query-document pairs, as discussed in Section , we proceed
to fine-tune a BERT model (not fine-tuned for retrieva]m) to take meta NLEs and
yield scale-calibrated ranking scores. In the scenario of the conditional explanation
approach (Section , where each input is represented with two meta NLEs, one
for relevance and one for non-relevance, our method involves an additional processing

step. Specifically, we concatenate the [CLS] hidden states obtained from encoding

6For example, “[3] Perfectly relevant: Document is dedicated to the query, it is worthy of being
a top result in a search engine.”

"We experimented with using a retrieval-fine-tuned BERT to initialize the ranker that takes NLEs
as inputs, but found it to perform significantly worse than general purpose BERT weights.
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both NLEs. This concatenated representation then feeds into an additional linear
layer, which is responsible for transforming these combined hidden states into a fi-
nal ranking score. This approach allows the model to integrate insights from both

relevance perspectives.

6.3.4 Implementation Details

For all experiments that involve LLMs, we employ the LlaMA2-13B-Chat model
(Touvron et al 2023), hosted locally through VLLNJEI and using quantized Weightsﬂ
operated on an A100 GPU. In this study, our neural rankers are based on BERT (De-
vlin et al., 2019). We initialize these rankers with weights fine-tuned on MS MARCO,
referred to as monoBERTlT_U], or with weights without retrieval-oriented fine-tuning,
simply denoted as BERT['] For fine-tuning on scale calibration data, we use the
AdamW optimizer (Loshchilov and Hutter], 2019) with a learning rate of 3 x 107¢.
The training is conducted over a maximum of 10 epochs, selecting the best model
based on validation set loss. To mitigate the impact of randomness due to the lim-
ited dataset size in terms of query numbers, each experiment is run with 5 different
random seeds. The metrics reported are averaged across these five runs and the
statistical significance is determined using t-tests with Bonferroni correction at the
95% confidence level. In relation to the components and hyper-parameters used in
Algorithm , we employ ROUGE-L (Lin, 2004b)) as the text similarity function S
following |Quach et al,| (2023)). The similarity threshold A is set to 0.35, with the
sampling budget k; (maximum number of responses) fixed at 20 and &, (maximum

number of sentences in the meta NLE) at 30.

8https://github.com/v1lm-project/vlim
Ynttps://huggingface.co/TheBloke/Llama-2-13B-chat-AWQ
Ohttps://huggingface.co/veneres/monobert-msmarco

Uhttps://huggingface.co/bert-base-uncased
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Table 6.2: Ranking and scale calibration performance of baseline methods and our
approaches on the TREC dataset. Statistically significant improvements over “Platt
Scaling monoBERT” are marked with .

Cat. Method Ranking Calibration
nDCG nDCG@10 CB-ECE(l) ECE(}]) MSE()
A Uncalibrated monoBERT 0.799 0.494 1.205 0.320 0.773
B Post-hoc + monoBERT 0.799 0.494 1.141 0.125 0.684
C Calibration fine-tune monoBERT | 0.776 0.422 1.093 0.221 0.721
Calibration fine-tune BERT 0.738 0.327 1.253 0.266 0.785
D LLM prompting w/ rubrics 0.786 0.457 1.000f 1.246 2.137
E Post-hoc + MC Sampling LLM 0.790 0.473 1.165 0.145 0.673
F Literal Explanation + BERT 0.815¢ 0.529° 0.9961 0.067"  0.602f
Conditional Explanation + BERT | 0.822f  0.534f 0.862f 0.428 0.832

As outlined in Section[6.1] we by default use calibrated softmax as the loss function
when fine-tuning neural ranking models on calibration data. Detailed explorations of

the impact of various training objectives on our methods are provided in Section [6.4.2]

6.4 Experimental Results and Analysis
In this section, we provide answers and analysis with regard to the four research

questions raised in Section [6.3]

6.4.1 Utilities of Natural Language Explanations

The central research question of this study is to determine if NLEs generated by
LLMs enhance the calibration and ranking performance of neural rankers (RQ-1).
We present the main evaluation results in Table[6.2)and [6.3], categorizing each method
according to the classifications established in Section for clear distinction.

We find that methods utilizing NLEs yield statistically significant improvements
in scale calibration comparing to using raw query-document inputs, exhibiting lower
CB-ECE values compared to post-hoc calibrating monoBERT (Category B) and cal-

ibration fine-tuning (Category C) across both datasets. Regarding ranking perfor-
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Table 6.3: Ranking and scale calibration performance of baseline methods and our
approaches on the NTCIR dataset. Statistically significant improvements over “Platt
Scaling monoBERT” are marked with .

Cat. Method Ranking Calibration
nDCG nDCGQ10 CB-ECE(]) ECE(]) MSE(])
A Uncalibrated monoBERT 0.735 0.337 1.757 0.799 1.824
B Post-hoc + monoBERT 0.735 0.337 1.624 0.457 1.462
C Calibration fine-tune monoBERT | 0.696 0.268 1.843 0.709 1.874
Calibration fine-tune BERT 0.727 0.285 1.756 0.546 1.416
D LLM prompting w/ rubrics 0.728 0.328 1.2941 1.194 2.773
E Post-hoc + MC Sampling LLM 0.736 0.364" 1.677 0.472 1.540
F Literal Explanation + BERT 0.742 0.340 1.534f 0.355 1.330f
Conditional Explanation + BERT | 0.720 0.322 1.4057 0.257F  1.2907

mance, our NLE-based methods significantly surpass the baseline “calibration fine-
tune BERT,” which shares the same training data and initial weights, with improve-
ments of up to 11.4% in nDCG and 63.3% in nDCG@10 on the TREC dataset.
Intriguingly, these methods even exceed the performance of monoBERT (fine-tuned
on MS MARCO) on TREC, indicating that LLM-generated explanations provide
valuable insights for document ranking. On the NTCIR dataset, the conditional ex-
planation approach slightly underperforms monoBERT in terms of ranking, whereas
the literal explanation approach still showcase a significant performance improve-
ment over monoBERT. In summary, RQ-1 can be answered affirmatively that LLM-
generated NLEs significantly enhance the scale calibration of neural rankers, often

maintaining or even boosting ranking performance in most scenarios.

6.4.2 Consistency across Different Training Objectives

Yan et al| (2022) advocate for addressing the scale calibration of LTR models
using calibrated loss functions. Our work, however, shifts focus towards generaliz-
able content understanding for a more complex task: ranking raw texts as opposed

to numeric features. To assess the efficacy of our method across various optimiza-
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Figure 6.3: Ranking and scale calibration performance of the baseline (neural ranker
taking query and documents) and NLE-based approaches on TREC, using four differ-
ent optimization objectives. NLE-based approaches consistently yield better ranking
(left) and calibration (right) performance.

tion objectives, we evaluate it using mean square error (MSE, i.e., regression loss),
uncalibrated listwise softmax (Softmax), a multi-objective combination of MSE and
Softmax (MultiObj), and calibrated listwise softmax (Calibrated Softmax), all ex-
plored in prior research. As a baseline, we fine-tune neural rankers with calibration
data (Category C) using query and document inputs. This forms a direct comparison
to our NLE-based methods. Outcomes from this analysis are shown in Fig. Our
findings indicate that the NLE-based approaches consistently outperform traditional
neural models processing raw text queries and documents across all four ranking
objectives. This result highlights the effectiveness and distinct nature of our scale
calibration methods, as well as their versatility and robustness, marking significant

improvements over approaches focused solely on calibrated loss functions.

6.4.3 Ablations on Natural Language Explanations
To deepen our understanding of the dynamics between LLM-generated NLEs and

their impact on scale calibration and ranking, we conducted additional experiments on
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Table 6.4: The effect of different types of natural language explanations and selection
strategies on the ranking and scale calibration performance of neural rankers.

Explanation Selection nDCG CB-ECE({)
Most Probable 0.789 1.093

Literal Aggregate MC  0.815 0.996
Oracle 0.883 0.801

Most probable  0.797 0.895

Conditional Aggregate MC  0.822 0.862

the TREC dataset with various types of NLEs. Following the methodology outlined
in Section [6.2.3] we tested the aggregation of multiple MC samples of explanations
into a single meta NLE (referred to as aggregate MC). This method aims to miti-
gate bias and enrich the reasoning and uncertainty captured in the explanations. We
established a control group where only the most probable explanation was used as
input for the neural ranker for comparative analysis. Additionally, we investigated
how the LLM’s inherent limitations, specifically its alignment with human annotator
judgments (Faggioli et al., |2023a; [Thomas et al., |2023), affect the performance of
NLE-based neural rankers. In our literal explanation approach, we continuously sam-
ple responses from the LLM, which include both predictions and explanations, until
they align with the binary relevance judgments provided by annotators. A match is
considered successful if the LLM predicts “relevant” for samples with labels 1, 2, or 3,
and “nonrelevant” for those with label 0. If alignment is not achieved within 20 sam-
ples, we revert to using the most probable but incorrect explanation, denoted as the
oracle setting. The results of these experimental setups are presented in Table [6.4]
The results decisively show that the aggregate MC method significantly outper-
forms the use of the most probable explanation in terms of both ranking and scale
calibration, across both literal and conditional explanation setups. This finding val-
idates our hypothesis about the benefits of aggregating multiple explanations and

confirms the effectiveness of our strategy, highlighting its utility in enhancing model
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performance. Furthermore, the observed performance gap between the aggregate MC
approach and the oracle explanation setting underscores a considerable potential for
improvement in NLE-based neural rankers. This potential hinges on better aligning
LLM judgments with human annotations on the binary scale, possibly through tech-
niques like fine-tuning, prompt engineering, or the use of larger, more capable LLMs.

Exploring these enhancements remains an avenue for future research.

6.5 Summary

We address the challenge of scale calibration for neural ranking models, aiming to
align ranking scores with meaningful real-world measures. Our proposed method cap-
italizes on zero-shot LLMs’ inherent understanding of textual query-document inputs
to enhance scale calibration, while preserving or even boosting ranking performance.
We employed natural language explanations (NLEs) generated by LLMs for ranking,
demonstrating that our approach surpasses established baseline methods in terms of
ranking and calibration metrics and shows consistency across various training objec-
tives. Additionally, we outlined strategies to mitigate the inherent uncertainty in
LLM outputs through effective aggregation.

Despite the effectiveness of using zero-shot LLMs, there is potential for improve-
ment through more sophisticated strategies like few-shot prompting (Wei et al.
2022al), instruction tuning (Zhu et al., |2024)), and the use of LLMs with more ad-
vanced reasoning capabilities. Future research could also focus on increasing the
efficiency of NLE generation through techniques like distillation (Gu et al., 2023}
Shridhar et al.| [2023). Furthermore, enhancing the reliability of explanations (Ye and
Durrett, 2022b) represents another promising avenue for developing better calibrated

rankers.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORKS

7.1 Conclusions

In this dissertation, we delve into the development and application of methodolo-
gies aimed at enhancing the accessibility, interpretability, and effectiveness of infor-
mation retrieval systems through the innovative use of explanatory elements.

A principal application of explanations within information retrieval systems is
to significantly boost interpretability, thereby increasing user trust. We specifically
examine a unique type of explanation—aspect-like information for underspecified
queries—and enhance it to incorporate context-awareness. This enhancement in-
volves detailing the relevance of documents in relation to the given query and other
documents in the system. Since ranked lists inherently prioritize the comparative
relevance of documents, it is crucial that the explanations align with this focus. This
is achieved through the development of the LiEGe model (Listwise Explanation Gen-
erator), which modifies the encoder and decoder of Transformer-based sequence-to-
sequence models to produce individual predictions while referencing other inputs in
the batch.

Moreover, we extend the concept of extracting aspects from documents for ex-
planatory purposes, transitioning from a purely post-hoc explanatory approach to
an interpretable information retrieval framework that actively promotes search result
diversification. Previous approaches to search result diversification either did not in-
tegrate the concept of aspects, making them non-explainable, or they relied on an

external, un-optimized system to acquire such aspects, resulting in less effective rank-
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ings. Our proposed framework, DUB (Diversification Using Bottlenecks), addresses
this conflict between interpretability and ranking performance by using an aspect
extractor that summarizes query-related information into latent embeddings. These
embeddings are optimized for downstream neural rankers that leverage them.

One significant challenge in both tasks is data scarcity; robust explanations of
query-document relevance in typical web search settings are limited and costly to ob-
tain. To overcome these challenges, we adopt a transfer learning strategy, pretraining
a large-scale task model on a corpus of open-domain data through meticulously de-
signed tasks. This allows our pretrained models to rapidly adapt to specific tasks such
as generating explanations and diversifying search results, even with minimal data
available for finetuning. Our extensive experiments demonstrate the effectiveness of
our model design and strategic use of transfer learning.

In addition to improving interpretability, another less anticipated but equally
valuable application of explanations is enhancing the effectiveness of ad-hoc informa-
tion retrieval systems. This has become more feasible with the surge of large language
models (LLMs), addressing the broader issue of data scarcity in information retrieval,
which is not solely related to explanations.

Our initial contributions focus on automatic data augmentation, a well-known
technique for addressing data scarcity, which we have applied to synthetic query
generation in the context of IR. We argue that prior works leveraging LLMs for
query generation did not fully utilize their potential and often overlooked critical
characteristics of useful training data for neural ad-hoc IR models. To address this,
we developed CQG (Contrastive Query Generation), a more challenging task that
requires LLMs to produce a query from two documents, designating one as a hard
negative. To facilitate this task, we use explanations in prompts to break it down

into smaller steps.
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Additionally, we explore an alternative approach to data augmentation — lever-
aging the reasoning capabilities of LLMs through natural language explanations to
simplify complex tasks. We focus on the scale calibration of neural ranking models,
i.e., ensuring that neural ranking models produce effective ranking scores that adhere
to a meaningful scale individually. Essentially, we transition these tasks from rank-
ing textual documents to ranking natural language explanations. Our experiments

demonstrate that these techniques significantly advance the tasks.

7.2 Future Works

This dissertation establishes a robust foundation for future research in numer-
ous directions within the field of information retrieval, setting the stage for further
innovations and enhancements in the accessibility, interpretability, and overall effec-
tiveness of information retrieval systems. Building on the findings presented, several

promising directions for future research are clear.

7.2.1 Expanding the Scope of Context-Aware Explanations

We have developed tasks and methodologies for context-aware explanation of doc-
ument relevance, which we consider particularly suited for information retrieval sys-
tems due to the comparative nature of relevance and ranking in IR. However, our
research scope, which focuses on aspect-like explanations for English ad-hoc retrieval
aiming for qualities like relevance and diversity, remains somewhat limited.

One promising direction for future exploration is to address queries beyond the
underspecified ones, including factoid and non-factoid questions. This expansion is
necessary because not all search engine queries are underspecified, and the adaptabil-
ity of context-aware explanations must be tested across all possible query types to be
genuinely effective. Future research may need to explore an ontology of query types

and investigate the most optimal explanation methods for each category through user
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studies. It might also be feasible to develop a universal explanation model capable of
handling various types of queries.

Another direction to extend the current research is to look beyond English ad-
hoc IR. It would be advantageous for the designed approaches to adapt to different
languages, supporting monolingual non-English IR, cross-lingual IR, and eventually
multilingual TR. Furthermore, considering different modalities applicable to search,
such as images, videos, and audio—and potentially a mixture of these modalities,
such as in product searches—would significantly enhance search accessibility for a
broader range of users globally and cater to a wide array of IR-related applications.
Advances in these areas would truly broaden the impact of search result explanations

across diverse user groups and applications.

7.2.2 Incorporating User Feedback

Our efforts towards improving the quality and accuracy of explanations generated
for search results are mainly evaluated using automatic metrics. The potential percep-
tion from users have been overlooked. Incorporating user evaluations and feedback
mechanisms into the explanation process presents a valuable avenue for enhancing
the relevance and quality of explanations in information retrieval systems. By inte-
grating real-time user interactions, evaluations, and preferences, explanations can be
dynamically refined to better meet user needs and improve system transparency.

User evaluations are essential in assessing the effectiveness of explanations pro-
vided by information retrieval systems. These evaluations can be structured as sur-
veys or interactive prompts where users rate the clarity, usefulness, and relevance of
explanations following their search interactions. This feedback is crucial for identify-
ing aspects of the explanation process that may require refinement.

In addition to direct evaluations, analyzing user interaction patterns with search

results and explanations provides deep insights into user preferences and information
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needs. This data can be used to personalize explanations, making them more relevant
to individual users’ contexts and backgrounds. Personalized explanations not only
enhance user satisfaction but also increase the likelihood of users trusting and relying
on the system for future information needs.

To effectively integrate user feedback, mechanisms such as A/B testing, where
different explanation styles are presented to different user groups, can be employed
to determine the most effective formats and contents. Additionally, machine learning
models can be trained on user feedback data to automatically adjust explanations to

align with user preferences and behaviors.

7.2.3 Improving Factuality and Faithfulness of Automatically Generated
Explanations

We have developed methods that heavily depend on the capability of large lan-
guage models (LLMs) to understand human-written explanations, as well as to gen-
erate their own explanations with or without human guidance. We have observed
that current LLMs often produce hallucinated content and fail to deliver consistent
outputs that can be leveraged as reliable data to improve information retrieval sys-
tems. Additionally, we note the inconsistency of LLMs in generating explanations,
which paradoxically, we leverage to solve certain IR tasks.

Improving the factuality and reducing hallucinations in LLMs are critical steps
toward enhancing the quality of explanations used in information retrieval systems.
These enhancements ensure that the explanations provided by LLMs are accurate,
trustworthy, and ultimately more useful to users and IR system development.

Hallucination in LLMs refers to the generation of information that is not supported
by the input data or factual knowledge, leading to misleading or incorrect explana-
tions. To address this issue, one approach involves refining the training processes to

better align model outputs with verified data sources. This might be achieved through
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techniques such as selective data feeding, where only high-quality, fact-checked infor-
mation is used during the training phase, thereby teaching the model to replicate
such standards in its outputs.

Additionally, incorporating mechanisms to verify the factuality of content gener-
ated by LLMs before it is used as an explanation is crucial. This could involve cross-
referencing generated explanations against trusted databases or employing secondary
models trained specifically to evaluate the truthfulness of text. By implementing
these verification processes, information retrieval systems can significantly reduce the
risk of disseminating inaccurate information.

Another method to improve factuality is to integrate feedback loops within the
system, where users can flag non-factual content. This contributes to continuous
model training and improvement. Such user inputs are invaluable for adjusting model
parameters and training data, refining the model’s ability to generate accurate and

factual content.
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