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ABSTRACT
The field of conversational information seeking, which is rapidly gaining interest in both academia and industry, is changing how we interact with search engines through natural language interactions. Existing datasets and methods are mostly evaluating reactive conversational information seeking systems that solely provide response to every query from the user. We identify a gap in building and evaluating proactive conversational information seeking systems that can monitor a multi-party human conversation and proactively engage in the conversation at an opportune moment by retrieving useful resources and suggestions. In this paper, we introduce a large-scale dataset for proactive document retrieval that consists of over 2.8 million conversations. We conduct crowdsourcing experiments to obtain high-quality and relatively complete relevance judgments through depth-k pooling. We also collect annotations related to the parts of the conversation that are related to each document, enabling us to evaluate proactive retrieval systems. We introduce normalized proactive discounted cumulative gain (npDCG) for evaluating these systems, and further provide benchmark results for a wide range of models, including a novel model we developed for this task. We believe that the developed dataset, called ProCIS, paves the path towards developing proactive conversational information seeking systems.

CCS CONCEPTS
• Information systems → Test collections.
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1 INTRODUCTION
Conversational information seeking (CIS) has been identified as an emerging subfield of research with information retrieval and related disciplines [49]. CIS systems are revolutionizing the way users seek and access information through natural language dialogues [15, 33]. The advent of large language models (LLMs), such as LLama [39], Mistral [18], and GPT-4 [24], in the past year has opened up new opportunities for improving these systems.

Existing models for CIS are generally designed based on a ‘query-response’ paradigm, where the user starts the interaction by submitting a search query and the system responds with a search result (e.g., a ranked-list of passages or documents that may include snippets, a direct natural language answer to the submitted query, one or more entity cards, or a combination of them). In this paradigm, users can interact with the search results and/or try a different query which will be answered by another search result. This process repeats until the user terminates the search session. Popular conversational question answering benchmarks, such as QuAC [8] and CoQA [30], and TREC Conversational Assistance Track (CAsT) [25] have been mainly focusing on evaluating CIS systems based on such paradigm. However, this is not an optimal interaction design for CIS systems and they must be able to perform mixed-initiative interactions [2]. Asking clarifying questions [3, 7, 29, 34, 37, 45–47] is a type of mixed-initiative interaction that has been extensively studied in the context of CIS. For more information about mixed-initiative CIS, refer to [49, Chapter 6].

This paper focuses on proactive interactions as another type of mixed-initiative CIS [40]. Proactive CIS, despite numerous applications, has been relatively under-explored. A reason for this is lack of data for training and evaluating proactive systems. This paper attempts to bridge this gap and presents a new large-scale data collection for proactive CIS. To this aim, we focus on document retrieval as proactive contextual suggestion to multi-party human conversations.

Imagine multiple users are interacting with each other and a CIS agent is monitoring this conversation. This can be a conversation in a forum, in a group chat such as Slack channel, or a bot listening to an ongoing conversation between people in a meeting room. While users are conversing, an agent may engage in the conversation by providing a useful suggestion or by verifying the factually of the claims in the conversation. Such proactive informational interactions are of interest to this work. Therefore, we introduce the task of proactive document retrieval that given a sequence of utterances decides whether to engage in the conversation with a retrieval result list or not.

To build a large-scale data collection for this work, we use a Wikipedia dump with about 5 million English articles as a knowledge source, i.e., retrieval collection, that a CIS agent can use to proactive engage in a conversation. We then collected Reddit threads in which multiple users are interacting with each other about a topic and there exists a link to Wikipedia articles in that discussion.

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).

SIGIR ’24, July 14–18, 2024, Washington, DC, USA
© 2024 Copyright held by the owner/author(s).
https://doi.org/10.1145/3626772.3657869
we conduct crowdsourcing experiments to annotate documents for queries and documents and suggests strategies and people, thereby proactive document retrieval systems. We introduce normalized 2.1 Proactive Search Systems to provide relevance signals and improve precision in proactive retrieval was explored in a study on improving retrieval on noisy text offering a more comprehensive support system for information to overcome them [36]. This approach goes beyond recommending proactive approach that predicts potential issues and provides help based on the correlation between the expected and predicted outcomes [35]. This study demonstrated the potential of proactive search systems to recommend documents that could help users accomplish their tasks without explicit queries.

Another work introduced the concept of information fostering, a proactive approach that predicts potential issues and provides help to overcome them [36]. This approach goes beyond recommending queries and documents and suggests strategies and people, thereby offering a more comprehensive support system for information seekers. The use of Wikipedia concepts in proactive information retrieval was explored in a study on improving retrieval on noisy text [1]. The study demonstrated the potential of Wikipedia concepts to provide relevance signals and improve precision in proactive information retrieval.

A study on proactive search support in conversations demonstrated how a proactive search agent could augment conversations by retrieving and presenting information related to the conversation [4]. The study highlighted the potential of proactive search systems to affect the topical structure of conversations and reduce the need for explicit search activity. Recently, Wadhwa and Zamani [40] highlighted the opportunities and challenges in proactive interactions in conversational information seeking.

This work complements the literature on proactive search by building a large-scale dataset, introducing an evaluation methodology, and presenting benchmark results. For more information about proactive search systems, refer to the tutorial recently presented by Liao et al. [21].

2.2 Conversational Information Seeking CIS is a rapidly evolving field that mainly focuses on retrieving information in the context of conversations [22]. The Conversational Assistance Track (CAsT) [9] was a significant initiative in this direction, aiming to facilitate Conversational Information Seeking (CIS) research and create a large-scale reusable test collection for conversational search systems.

Several studies have proposed models and theories to address the challenges unique to CIS. For instance, one study proposed a theoretical model of a conversational system that implements a small set of properties derived from past work on human conversations [28]. Another study proposed a Conversational Dense Retrieval model that learns contextualized embeddings for multi-turn conversational queries [44].

The role of retrieval in CIS has also been explored. One study introduced an open-retrieval conversational question answering task, where evidence is retrieved from a large collection before extracting answers [27]. Another study proposed a pipeline for passage retrieval in a conversational search setting, comprising conversational term selection and multi-view reranking [20].

Datasets play a crucial role in the development and evaluation of conversational search models. Several studies have introduced new datasets to facilitate research in this area. For instance, one study introduced MANIS, a large-scale dataset containing multi-domain and grounded information seeking dialogues [26]. Another study created a dataset, OR-QuAC, to facilitate research on open-retrieval conversational question answering [27]. The dataset created by Ros et al. [32] is perhaps the most similar data to ProCIS. It is also based on Reddit thread, however, ProCIS has multiple advantages in comparison; it is more than an order of magnitude larger in terms of both training examples and corpus size, it has a carefully annotated test set and it uses a corpus of clean Wikipedia articles which can be more useful for research experiments that involve specific concepts. In a similar vein, the RCD-2020 track [12] introduced another small-scale dataset. However, the conversations in this dataset are derived from short movie dialogues, resulting in brief and simplistic exchanges. Consequently, the dataset is primarily suitable for limited evaluation purposes rather than comprehensive conversational modeling.

CIS is a complex and challenging task that requires comprehensive understanding of the conversational inputs, effective query re-formulation, and efficient retrieval methods. The studies discussed
in this section have made significant contributions towards addressing these challenges. However, there is still much work to be done, particularly in the area of proactive retrieval in conversations, which is the focus of our work.

### 2.3 Information Filtering

Information filtering is a closely related area to proactive conversational information seeking. The TREC Filtering Track [31] and CLEF INFILE [6] focused on the multiple filtering tasks including adaptive filtering, where systems aim to select relevant documents from a stream of incoming documents based on a user’s profile. These tracks have contributed to the development of effective filtering techniques based on threshold optimization [5] and profile adaptation [14, 48].

### 3 DATA COLLECTION

Our goal is to construct a large-scale dataset that enables proactive retrieval research for multi-party human conversations. To this aim, we focus on Wikipedia as the retrieval corpus for providing information proactively and use Reddit threads to obtain multi-party human conversations. In order to focus on the conversation threads that are likely to benefit from information seeking, we only collect conversations that contain one or more hyperlinks to a Wikipedia article. To gather this data, we utilize the publicly available dumps of Reddit posts from pushshift.io, collected from 2005 until 2022. We applied several filters to ensure the data quality, such as removing not-suitable-for-work (NSFW) content, posts with external links, or embedded media. We also excluded non-English content and removed HTML formatting and link mentions. We then sampled nested threads where each comment in the chain is the child of the previous comment.

As the document corpus, we used a pre-processed dump of 5,315,384 Wikipedia articles, and we mapped all the extracted Wikipedia links in the collected Reddit threads to the articles in this corpus. We further excluded the threads with links to Wikipedia articles that do not exist in the corpus. After applying all the filters, the final dataset comprised 2,830,107 conversations from 1,893,201 unique posts.

---

**Table 1: Statistics of each data split in the ProCIS dataset.**

<table>
<thead>
<tr>
<th></th>
<th>train</th>
<th>dev</th>
<th>future-dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total conversations</td>
<td>2,830,107</td>
<td>4165</td>
<td>3385</td>
<td>100</td>
</tr>
<tr>
<td>Total posts</td>
<td>1,893,201</td>
<td>4165</td>
<td>3385</td>
<td>100</td>
</tr>
<tr>
<td>Number of subreddits covered</td>
<td>34,785</td>
<td>1563</td>
<td>1659</td>
<td>100</td>
</tr>
<tr>
<td>Total unique users in the conversations</td>
<td>2,284,841</td>
<td>10,896</td>
<td>7,920</td>
<td>309</td>
</tr>
<tr>
<td>Average number of turns</td>
<td>5.41 (± 7.81)</td>
<td>4.91 (± 3.60)</td>
<td>4.48 (± 3.30)</td>
<td>4.49 (± 1.60)</td>
</tr>
<tr>
<td>Average number of words per conversation</td>
<td>406.01 (± 774.67)</td>
<td>359.19 (± 734.95)</td>
<td>325.36 (± 609.58)</td>
<td>173.85 (± 101.22)</td>
</tr>
<tr>
<td>Average number of words per turn</td>
<td>70.54 (± 82.38)</td>
<td>68.77 (± 74.80)</td>
<td>72.55 (± 85.37)</td>
<td>41.58 (± 26.49)</td>
</tr>
<tr>
<td>Average number of Wikipedia links per conversation</td>
<td>1.71 (± 2.46)</td>
<td>1.90 (± 3.03)</td>
<td>1.15 (± 0.57)</td>
<td>1.15 (± 0.46)</td>
</tr>
<tr>
<td>Average number of unique users per conversation</td>
<td>3.17 (± 1.41)</td>
<td>2.93 (± 1.16)</td>
<td>2.88 (± 1.11)</td>
<td>3.41 (± 1.39)</td>
</tr>
<tr>
<td>Average number of comments per user</td>
<td>6.71 (± 462.74)</td>
<td>1.88 (± 8.21)</td>
<td>1.92 (± 12.93)</td>
<td>1.45 (± 2.49)</td>
</tr>
</tbody>
</table>

---

**Data Splits.** We split the data to four subsets: train, dev, future-dev, and test. The three subsets of train, dev, and test are split randomly, while the future-dev set only contains conversations that follow the conversations in the training set chronologically. This split can be used for evaluating the generalization capabilities of retrieval models in potentially new emerging concepts and topics not seen during training. The test split was sampled from 100 unique random subreddits, all from posts with at least a Reddit score of 20 to ensure high quality. The relevance annotation in train, dev, and future-dev is sparse and sometimes noisy due to topic shifts. We assume a Wikipedia article is relevant to a conversation, if its URL is mentioned in the conversation thread. After some analysis through crowdsourcing, we found that 63% of the mentioned Wikipedia articles actually provide useful context to the conversation. This enables us to construct a large-scale dataset with sparse noisy annotation. According to lessons learned from the MS MARCO collection [23], large-scale sparse annotations can be quite impactful in training retrieval models. To ensure comprehensive evaluation, we conduct pooling and collect human annotations for the documents in the test set. Therefore, even though the test set contains only 100 conversations, it has on average 8.02 relevant documents per conversation, much higher than the 1.15 (potentially irrelevant) links on average that the users mentioned originally on Reddit. Table 1 presents the statistics of ProCIS.

**Relevance Assessment for the Test Set.** Reliable evaluation requires complete relevance annotation. In order to collect relevance annotations for the constructed test set, we follow the pooling guideline from TREC. For each conversation in the test split, we created 5 pools of up to 10 document candidates from the following models: BM25, SPLADE, ANCE, ColBERT and LMGR with GPT-4 (refer to Section 6 for LMGR). The reason for choosing these models is to obtain a diverse pool of documents. BM25 is a term-matching model, while SPLADE is a neural sparse retrieval model, ANCE and ColBERT are single- and multi-vector dense retrieval models, and LMGR is an effective generative model for retrieval. The supervised neural models were fine-tuned on the ProCIS training set before producing the pools.

Once the pools are constructed, we designed a careful crowdsourcing experiment on Amazon’s Mechanical Turk for data annotation. Each Human Intelligence Task (HIT) asks the crowdworkers to do the following:

---

1. Currently available at: https://github.com/ArthurHeitmann/arctic_shift
2. Available at https://github.com/tscheepers/Wikipedia-Summary-Dataset
1 Understand the Conversation: read the Reddit post title, content, and comments one by one to understand the main topic and subtopics of the conversation. The crowdworker should read each utterance and click on ‘next’ to see the next utterance.

2 Summarize the whole conversation in 1-2 sentences covering the main topics and themes.

3 Read and annotate each document by selecting one of the three relevance levels: provides useful context, partially relevant or irrelevant (see below).

4 Highlight evidence: In case of a relevant or partially relevant document, highlight all the sentences of the conversation that are related to the document.

These steps ensure that the crowdworkers spend enough time to thoroughly understand each conversation and help us easily detect and discard low quality annotations. To facilitate the annotation process, we built a custom interface with the following features: it first displays annotation instructions, then expects the worker to read the comments one at a time, expects a brief summary with a minimum required length of six words and then displays documents one by one for annotation. For each document, it asks for a relevance level option, and in case of relevance or partial relevance, the worker is required to highlight some text in the conversation (see Figure 1). We ask for three-level graded relevance annotation with respect to the following definitions:

1 Provides Useful Context (Label 2): The document is directly related to the conversation. It provides substantial useful context, background, or additional information that enhances understanding of the conversation. For example, the document may provide additional facts about the main topic, explain concepts, or provide insights that are directly tied to the conversation.

2 Partially Relevant (Label 1): The document is somewhat related to the conversation. It may provide some context or additional information, but it is not directly tied to the main topic of the conversation. For example, the document may mention related individuals, events, or concepts that are tangential to the conversation.

3 Irrelevant (Label 0): The document is not related to the conversation in any way. It does not provide any useful context or additional information for the conversation.
Table 2: The 60 most frequent categories (subreddits) in the ProCIS training set.

<table>
<thead>
<tr>
<th>Subreddit</th>
<th>Frequency</th>
<th>Subreddit</th>
<th>Frequency</th>
<th>Subreddit</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>AskReddit</td>
<td>500,419</td>
<td>neoliberal</td>
<td>12,751</td>
<td>UnresolvedMysteries</td>
<td>7062</td>
</tr>
<tr>
<td>askscience</td>
<td>58,527</td>
<td>AskAnAmerican</td>
<td>12,664</td>
<td>exmormon</td>
<td>7040</td>
</tr>
<tr>
<td>explainlekimfive</td>
<td>55,063</td>
<td>CapitalismVSocialism</td>
<td>12,529</td>
<td>AskMen</td>
<td>6753</td>
</tr>
<tr>
<td>IAmA</td>
<td>44,315</td>
<td>CFB</td>
<td>12,232</td>
<td>OutOfTheLoop</td>
<td>6745</td>
</tr>
<tr>
<td>changemyview</td>
<td>34,106</td>
<td>soccer</td>
<td>12,179</td>
<td>hockey</td>
<td>6700</td>
</tr>
<tr>
<td>atheism</td>
<td>31,717</td>
<td>math</td>
<td>12,108</td>
<td>books</td>
<td>6636</td>
</tr>
<tr>
<td>politics</td>
<td>28,388</td>
<td>bestof</td>
<td>11,737</td>
<td>Jokes</td>
<td>6546</td>
</tr>
<tr>
<td>DebateReligion</td>
<td>25,419</td>
<td>anime</td>
<td>11,244</td>
<td>unitedkingdom</td>
<td>6164</td>
</tr>
<tr>
<td>Christianity</td>
<td>24,170</td>
<td>leagueoflegends</td>
<td>10,680</td>
<td>reddit.com</td>
<td>6087</td>
</tr>
<tr>
<td>PoliticalDiscussion</td>
<td>22,467</td>
<td>europe</td>
<td>10,650</td>
<td>learnprogramming</td>
<td>5989</td>
</tr>
<tr>
<td>Showerthoughts</td>
<td>20,035</td>
<td>Fitness</td>
<td>9375</td>
<td>buildapc</td>
<td>5945</td>
</tr>
<tr>
<td>SubredditDrama</td>
<td>18,751</td>
<td>whowouldwin</td>
<td>9198</td>
<td>cars</td>
<td>5928</td>
</tr>
<tr>
<td>NoStupidQuestions</td>
<td>18,286</td>
<td>Debate/Christian</td>
<td>9066</td>
<td>talesfromtechsupport</td>
<td>5836</td>
</tr>
<tr>
<td>history</td>
<td>17,200</td>
<td>Libertarian</td>
<td>8889</td>
<td>asioif</td>
<td>5804</td>
</tr>
<tr>
<td>AskHistorians</td>
<td>16,709</td>
<td>nba</td>
<td>8883</td>
<td>space</td>
<td>5566</td>
</tr>
<tr>
<td>conspiracy</td>
<td>15,466</td>
<td>india</td>
<td>8628</td>
<td>guns</td>
<td>5445</td>
</tr>
<tr>
<td>nld</td>
<td>14,688</td>
<td>tipofmytongue</td>
<td>7795</td>
<td>NeutralPolitics</td>
<td>5423</td>
</tr>
<tr>
<td>unpopularopinion</td>
<td>13,828</td>
<td>Debate/An Atheist</td>
<td>7718</td>
<td>ukpolitics</td>
<td>5351</td>
</tr>
<tr>
<td>AskEurope</td>
<td>13,206</td>
<td>AskTrumpSupporters</td>
<td>7564</td>
<td>Drugs</td>
<td>5306</td>
</tr>
<tr>
<td>movies</td>
<td>12,899</td>
<td>Bitcoin</td>
<td>7160</td>
<td>LifeProTips</td>
<td>5277</td>
</tr>
</tbody>
</table>

We limited the HITs to adult workers from the US, UK, Australia and Ireland, with over 98% approval rate who have completed at least 5,000 assignments. The inter-annotator agreement was 0.6482 in Fleiss’ $\kappa$ score. For the final labels we used majority voting. If two annotators picked partially relevant and relevant as labels for one document and the third one irrelevant, we assigned relevant as the final label. The ideal positions of the annotated documents were identified based on the earliest position of the highlighted supported evidence from the 3 workers for each HIT. The total annotation cost was $3500 for $1.16 per HIT. The annotation interface is released for transparency and future usage.

4 DATA ANALYSIS

In this section, we deep dive into the ProCIS dataset to analyze its characteristics and understand its potential impact on the research community.

Utterance Length. We analyze the distribution of comment lengths in the ProCIS dataset (Figure 2). We tokenize the data using segtok tokenizer from the NLTK library, and found that 95% of the comments have up to 200 tokens in length. As presented in Table 1, the average comment length is 70.54 ± 82.38. This shows that the length of comments can vary significantly, and sometimes can be quite long. This insight is essential because it denotes that modeling conversations require long context modeling. It also highlights the need for retrieval models to be able to handle varying lengths of comments in order to effectively address the needs of users.

Conversation Length. Around 95% of the conversations in the ProCIS dataset have up to 700 tokens in length and consist of 5.41 turns on average with the standard deviation of 7.81 (see Figures 3 and 4 and Table 1). However, a small percentage of conversations can span over thousands of tokens and sometimes more than 20 turns. This demonstrates the complexity and dynamics of real conversations. It emphasizes the need for retrieval models to be capable of maintaining context and coherence across multiple conversational turns while providing relevant information in a timely manner. The test set, by design, has shorter conversations, so that it is easier to get good relevance assessments from crowdworkers.

Diversity of Topics. ProCIS covers a broad range of topics, with the most popular categories being politics, religion, sports, finance, science, and general discussions (see Table 2). This extensive topical diversity reinforces the importance of developing retrieval models that can handle open-domain conversations. It also showcases the potential for ProCIS to serve as a benchmark for evaluating the performance of retrieval models across different domains. In Figure 5, we can see a clustered t-SNE projection of all the 100 subreddits covered in the test set. We use a pre-trained sentence embedding model\footnote{https://hf.co/sentence-transformers/all-mpnet-base-v2} for encoding their descriptions and agglomerative clustering to identify broader groups. From the visualization we can see all the topic clusters covered in the test set.

5 TASK FORMULATION

In conversational information seeking systems, such as conversational question answering or conversational passage retrieval as modeled by the TREC CAsT Track \footnote{https://hf.co/sentence-transformers/all-mpnet-base-v2}, the last user utterance is often a query or a question, and the goal is to retrieve a list of passages or produce an answer to the question in the last utterance in the context of the conversation. Orthogonal to these research problems, we target document retrieval as a form of contextual suggestion. This means that the user utterances are not queries or questions and we do not aim at retrieving documents in order to answer them. Instead, we aim at retrieving documents that can add value to an
ongoing conversation. Imagine there is a multi-party human conversation, and a retrieval engine can occasionally provide resources to contribute to the conversation. In this context, we identify two different retrieval tasks, as follows:

(1) Reactive document retrieval for contextual suggestion in conversation: During an ongoing multi-party human conversation, imagine any of the involved parties can hit a button to ask for recommendation or useful resources. These resources are explicit answers to any question but can contribute to the ongoing conversation. Since this document retrieval model is initiated by pushing a button, we call this a reactive model.

(2) Proactive document retrieval for contextual suggestion in conversation: Imagine an agent is monitoring an ongoing multi-party human conversation and at any turn in the conversation can jump in and provide useful suggestions by retrieving documents. These systems are more challenging than reactive systems, as they need to additionally decide when is a good time to proactively engage with the conversation.

Evaluating Reactive Document Retrieval Models. Given a conversation as a sequence of utterances $U = \{u_1, u_2, \ldots, u_n\}$ and a corpus of Wikipedia articles $D = \{d_1, d_2, \ldots, d_m\}$. The goal of reactive document retrieval is to develop a retrieval model $M$ that takes a conversation up to turn $k$ (i.e., $\{u_1, u_2, \ldots, u_k\}$) and returns a ranked list of documents. We aim at providing useful suggestions that can contribute to any of the utterances in the given conversation.

For evaluating reactive retrieval models, we assume the user asks for contextual suggestion at the end of the conversation, thus we use the whole conversation as query and retrieve documents. We then calculate standard retrieval metrics, such as nDCG@k, MRR, MAP, and Recall@k, to evaluate the system. Given the nature of conversational information seeking, precision-oriented metrics (with small $k$ values) are more important.

Evaluating Proactive Document Retrieval Models. In proactive document retrieval, for each turn in a conversation, the goal is to either wait (do nothing) or retrieve a list of documents. We evaluate proactive document retrieval as follows. At every conversation turn, a proactive retrieval system can make a binary decision: whether to retrieve and show a result list to the users or not. If the system decides to pass and not engage in the conversation, there is no cost to the users and also no gain is obtained. Therefore, we only evaluate the system when it presents retrieval results to the users. We can adopt different ranking metrics for this purpose, but in this paper, we only adopt nDCG as follows. Assume that a proactive retrieval model returns a result list $D_i = \{d_{i1}, d_{i2}, \ldots, d_{ik}\}$ after observing the $i$th utterance in the conversation, i.e., $u_i$. Assume that $r_{ij} \in \{0, 1, 2\}$ denotes the relevance label associated with $d_{ij}$.

$$pDCG = \frac{1}{Z} \sum_{i=1}^{n} \mathbb{1}\{|D_i| > 0\} \cdot DCG(D_i \setminus \bigcup_{r=1}^{i-1} D_r)$$

where $\mathbb{1}\{|D_i| > 0\}$ means if the proactive retrieval model engages in the conversation by retrieving a result list, i.e., if the result list is not empty. $Z$ is a normalization term and is equal to the number of times that the proactive retrieval model returns a result list, meaning $Z = \sum_{i=1}^{n} \mathbb{1}\{|D_i| > 0\}$. The notation $D_i \setminus \bigcup_{r=1}^{i-1} D_r$ means the result list returned in response to the $i$th utterance excluding any result list that has been presented to the users before. The reason for this decision is that we assume there is no value in retrieving the same document over and over in the same dialogue and we do not want to reward a retrieval model that returns the same relevant document at multiple turns. Discounted Cumulative Gain (DCG) is calculated as:

$$DCG(D_i) = \sum_{j=1}^{k} \frac{rel(r_{ij})}{\log(j + 1)}$$

where $r_{ij}$ is defined as follows:

$$rel(r_{ij}) = \begin{cases} r_{ij} \times \frac{1}{\log(l)} & \text{if } i \geq l \\ 0 & \text{if } i < l \end{cases}$$

where $l$ is the perfect utterance number for document $d_{ij}$ to appear. In fact, if document $d_{ij}$ adds value to a conversation, turn $l$ is the first utterance in which this document becomes relevant. Therefore, if $i < l$ the document is non-relevant. Otherwise, if $i = l$, then the model should not be penalized, thus $rel(r_{ij}) = r_{ij} \times \frac{1}{\log(l)} = r_{ij}$. If $i > l$, this means that the model has a delay in presenting a relevant document to its users and thus needs to be penalized. Inspired by the DCG formulation, we use logarithm as a concave penalization function. We next normalize $pDCG$ values as follows:

$$npDCG = \frac{pDCG}{ipDCG}$$

where $ipDCG$ denotes ideal $pDCG$ and represents the highest value that $pDCG$ can obtain for a given utterance. Therefore, $npDCG \in [0, 1]$. Note that $ipDCG$ is obtained by a model that for every turn...
To provide benchmark results, we evaluate a wide range of methods for proactive retrieval. Figure 6 presents a toy example to explain how npDCG values are computed.

![Figure 6: Examples of rank lists and their npDCG scores based on various positions of the doc with ideal position in utterance 3 (with dashed border). Green, gray and red represent relevant, partially relevant and irrelevant docs respectively.](image)

6 retrievals METHODS

To provide benchmark results, we evaluate a wide range of methods on our datasets. Four of them are well-known existing methods from different categories, such as term-matching, neural sparse retrieval, neural single-vector dense retrieval, and neural multi-vector dense retrieval. We also introduce a novel approach specifically designed for this task that deals with a long sequence as input, called LMGR.

BM25 is a widely used ranking function that improves upon TF-IDF by incorporating term frequency saturation and document length normalization. It is the most common baseline in information retrieval tasks. For BM25 retrieval in our experiments, we used tantivy.8

SPLADE is a neural retrieval model that uses sparse representations for documents and queries. It is based on explicit sparsity regularization and a log-saturation effect on term weights, leading to highly sparse representations. This model offers a trade-off between effectiveness and efficiency, and is trained end-to-end in a single stage [11]. For SPLADE, as well as ColBERT below, we relied on the implementations from the tevatron library[13] for our experiments.

ANCE is a dual-encoder neural retrieval model that uses dense representations to measure the similarity between queries and documents. It addresses the discrepancy between the data distribution used in training and testing by using an Approximate Nearest Neighbor (ANN) index of the corpus to select more realistic negative training instances [43]. We used the official implementation9 for training.

ColBERT is multi-vector dense retrieval model. It introduces a late interaction architecture that independently encodes the query and the document using BERT[10] and then employs a cheap yet powerful interaction step that models their similarity [19].

**Language Model Grounded Retrieval.** The Language Model Grounded Retrieval (LMGR) framework, which we propose for this task, is inspired by the two-stage zero-shot entity linking approach of the BLINK model [42]. For each entity mentioned in a text, BLINK first retrieves some candidates using a dense retrieval model and then re-ranks them with a cross-encoder to pick the final result. Large Language Models have a good memorization of the Wikipedia corpus and can be very effective in generating relevant concepts to given complex queries. However, they can hallucinate and produce entities that are not actually in the Wikipedia corpus, or they can generate titles that are not exact matches. Applying a linking methodology like BLINK can solve this issue.

The LMGR framework consists of three stages: top-n candidate generation, top-k candidate retrieval, and grounding (Figure 7).

- **Candidate Generation** In the first stage, the LMGR framework uses a large language model (LLM) to generate top-n candidates. The LLM is trained to predict the next word in a sentence, given the previous words. This allows it to generate a list of potential candidates using some separation format which could be relevant to the conversation. The LLM is capable of understanding the context of the conversation and generating candidates that are not only relevant but also diverse, addressing the complexity and diversity of open-domain conversations to a high extent. For each candidate, we prompt the LLM to generate pairs of title and sentence descriptions.

- **Candidate Retrieval** The second stage involves top-k candidate retrieval from each generated candidate from the LLM. This stage is crucial for identifying the corpus items that are closest to the generated candidate. For this stage, we employ dense retrieval using pre-trained sentence embeddings9 from a corpus of Wikipedia title-description pairs, where description is limited to the first sentence of each Wikipedia article.

- **Grounding** The third stage of the LMGR framework is the final candidate selection or grounding. In this stage, the LLM or a re-ranker is used to select the final candidate from the top-k candidates retrieved in the previous stage. The selected candidate is the one that the LLM or re-ranker determines to be the one most likely describing the same concept with the generated candidate.

In our experiments, we used the same LLM for both candidate generation and grounding. The LLM we used is based on the OpenChat-3.5 [41], which is a fine-tuned version of Mistral-7B [18]. We prompt the model to generate up to 20 candidates and experiment with retrieving and grounding 1, 3 and 5 results.

6.1 Proactive Retrieval

In addition to the retrieval methods mentioned above, we also employ a proactive retrieval approach that decides when to retrieve
documents based on the current utterance and the conversation history. This is achieved using a binary classifier based on DeBERTa [16] that predicts whether a given utterance requires document retrieval or not. The classifier is trained on pairs sampled in a balanced way from the training set. For each positive pair (an utterance with associated relevant documents), we randomly sample an utterance without associated relevant documents to create a negative pair. This balanced sampling helps the classifier learn to distinguish between utterances that require retrieval and those that do not.

The proactive retrieval classifier is applied before the actual retrieval methods. If the classifier predicts that an utterance requires retrieval, the selected retrieval method (e.g. ColBERT or LMGR) is then used to fetch relevant documents. This approach helps to reduce unnecessary retrieval for utterances that do not require additional information, thereby improving the efficiency and effectiveness of the overall system.

7 BENCHMARK RESULTS

**Reactive Retrieval.** Table 3 shows the experimental results for reactive retrieval. BM25 is the worst performing model for this task and is expected, because term matching is far from sufficient to provide articles with useful context. Only for frequent entity mentions in a conversation this model might work to an extent. From the supervised neural models, ColBERT has the best performance, however it still struggles to achieve good recall metrics in the reactive setting. The LMGR framework currently relies on large language models (LLMs), which can be computationally expensive. However, it’s possible that smaller more cost-effective language models, trained on synthetic data, could perform just as well, if not better. Future research could also focus more on pro-activeness, exploring when to retrieve documents and how many to select.

**Proactive Retrieval.** Table 4 shows the experimental results for proactive retrieval. In contrast to the reactive retrieval setting, traditional retrieval models seem to outperform LMGR in proactive retrieval. This shows that LMGR is only suited for high-level understanding of a conversation and without fine-tuning can be unstable for proactive retrieval. The supervised neural models, particularly ColBERT, demonstrate better performance in the proactive setting compared to LMGR. This suggests that while LLMs excel in understanding the context and retrieving relevant articles reactively, they may struggle to anticipate future information needs without further adaptation to the specific task of proactive retrieval.

8 FUTURE RESEARCH DIRECTIONS

The ProCIS dataset serves as a foundation and starting point for future research in proactive CIS. However, there are several promising avenues for future work that can be explored.

**Development of Proactive Retrieval Models** The unique nature of conversations, with their length, complexity, and domain diversity, presents a challenge for traditional retrieval models. Future research could focus on developing new models that are specifically designed to handle these challenges. For instance, the LMGR framework currently relies on large language models (LLMs), which can be computationally expensive. However, it’s possible that smaller more cost-effective language models, trained on synthetic data, could perform just as well, if not better. Future research could also focus more on pro-activeness, exploring when to retrieve documents and how many to select.

**Improvement of Dense Retrieval Models** The potential for improvement in dense retrieval models is another promising area for future research. For example, a conversation encoder and a document encoder could be pre-trained separately and then fine-tuned on the target dataset. This could improve the model’s ability to understand and respond to conversational context. Additionally, pre-training techniques for the conversation encoder, such as response ranking or response masking tasks, could be investigated. These techniques could further enhance the encoder’s understanding of conversational dynamics.
Table 3: Experimental results for reactive retrieval on the ProCIS test set. The top section is for baselines and the bottom section is for our proposed LMGR framework. The superscript * denotes statistically significant improvements compared to all the baselines. $k$ is the number of retrieved candidates. Note that LMGR produces up to 20 results.

<table>
<thead>
<tr>
<th>Model</th>
<th>nDCG@5</th>
<th>nDCG@20</th>
<th>nDCG@100</th>
<th>MRR</th>
<th>MAP</th>
<th>R@5</th>
<th>R@20</th>
<th>R@100</th>
<th>R@1K</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25</td>
<td>0.0654</td>
<td>0.0754</td>
<td>0.0969</td>
<td>0.1561</td>
<td>0.0395</td>
<td>0.0410</td>
<td>0.0687</td>
<td>0.1202</td>
<td>0.2266</td>
</tr>
<tr>
<td>SPLADE</td>
<td>0.1605</td>
<td>0.1578</td>
<td>0.1575</td>
<td>0.4752</td>
<td>0.0752</td>
<td>0.0946</td>
<td>0.1343</td>
<td>0.1432</td>
<td>0.2946</td>
</tr>
<tr>
<td>ANCE</td>
<td>0.1854</td>
<td>0.1912</td>
<td>0.2240</td>
<td>0.4902</td>
<td>0.0984</td>
<td>0.0989</td>
<td>0.1635</td>
<td>0.2517</td>
<td>0.4316</td>
</tr>
<tr>
<td>ColBERT</td>
<td>0.2091</td>
<td>0.2094</td>
<td>0.2383</td>
<td>0.5679</td>
<td>0.1113</td>
<td>0.1117</td>
<td>0.1778</td>
<td>0.2649</td>
<td>0.4564</td>
</tr>
<tr>
<td>LMGR, k=1</td>
<td>0.2638</td>
<td>0.3678</td>
<td>-</td>
<td>0.6187</td>
<td>0.2000</td>
<td>0.2116</td>
<td>0.4991</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LMGR, k=3</td>
<td>0.2714</td>
<td>0.3986</td>
<td>-</td>
<td>0.6132</td>
<td>0.2198</td>
<td>0.2354</td>
<td>0.4614</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LMGR, k=5</td>
<td>0.3408*</td>
<td>0.4524*</td>
<td>-</td>
<td>0.6300*</td>
<td>0.2663*</td>
<td>0.2853*</td>
<td>0.5306*</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Experimental results for proactive retrieval on the ProCIS test set using a DeBERTa-base proactive classifier. npDCG is the metric we defined for conversational proactive retrieval evaluation. The superscript * denotes statistically significant improvements compared to all the baselines. Note that LMGR produces up to 20 results.

<table>
<thead>
<tr>
<th>Model</th>
<th>npDCG@5</th>
<th>npDCG@20</th>
<th>npDCG@100</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25</td>
<td>0.0229</td>
<td>0.0337</td>
<td>0.0405</td>
</tr>
<tr>
<td>SPLADE</td>
<td>0.1305</td>
<td>0.1440</td>
<td>0.1542</td>
</tr>
<tr>
<td>ANCE</td>
<td>0.1508</td>
<td>0.1792</td>
<td>0.2061</td>
</tr>
<tr>
<td>ColBERT</td>
<td>0.1719</td>
<td>0.1944</td>
<td>0.2172</td>
</tr>
<tr>
<td>LMGR, k=1</td>
<td>0.0574</td>
<td>0.1445</td>
<td>-</td>
</tr>
<tr>
<td>LMGR, k=3</td>
<td>0.0613</td>
<td>0.1527</td>
<td>-</td>
</tr>
<tr>
<td>LMGR, k=5</td>
<td>0.0781</td>
<td>0.1840</td>
<td>-</td>
</tr>
</tbody>
</table>

**Advanced Pooling Methods** To capture the content of longer conversations more effectively, advanced pooling methods could be explored. Techniques such as averaging, attention mechanisms over utterance-level representations, and content filtering could be employed. These methods could help to distill the most important information from lengthy conversations, improving the model’s ability to respond appropriately.

**Explainability** The utility of suggested concepts could be improved by generating explanations that clarify their relevance and importance within the context of the conversation. This could help users to better understand why certain concepts are being suggested, improving their overall experience.

**Query Generation** In addition to concept suggestions, the generation of natural language queries could be explored. This could further facilitate the information seeking process, making it easier for users to find the information they need.

**Synthetic Data Generation** The potential of LLMs for synthetic data generation is another area that could be investigated. Understanding how synthetic annotations can improve the performance of retrieval and generative models could be beneficial. This could lead to more accurate and efficient models.

**Generative Retrieval Models** Finally, experimenting with generative retrieval models [38, 50] for this task could also be a promising direction for future work. These models could potentially provide more accurate and relevant responses, improving the overall user experience.

**9 CONCLUSIONS**

In this paper, we have introduced ProCIS, a large-scale dataset for proactive conversational information seeking collected from Reddit threads and enriched with external links to Wikipedia articles. ProCIS addresses a significant gap in the research landscape, providing a standardized benchmark for the development and evaluation of proactive retrieval models in the context of open-domain conversations. The dataset consists of over 2.8 million multi-party conversations, offering a rich resource for exploring the complexities and challenges of proactive IR in conversational settings.

We also proposed the Language Model Grounded Retrieval framework (LMGR) as a baseline for this new task. Despite being a zero-shot method in our current experiments, LMGR outperforms existing ad-hoc retrieval models by a significant margin in the reactive setting, showing that after optimization this might be a very effective approach in the proactive setting as well. This also showcases the potential of using LLMs directly for retrieval instead of using traditional techniques that involve embedding and scoring.

The ProCIS dataset represents a significant step forward in the advancement of conversational agents capable of proactively seeking out and providing useful information to users. We hope that this dataset will inspire further research in the area of proactive conversational search and lead to the emergence of new techniques and approaches that will enhance user experiences in conversations and unlock the full potential of conversational LLM agents in various domains.

**ACKNOWLEDGMENTS**

This work was supported in part by the Center for Intelligent Information Retrieval, in part by the Office of Naval Research contract number N000142212688, in part by NSF grant number 2143434, in part by the Amazon Alexa Prize Competition, and in part by an award from Adobe. Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect those of the sponsor.


