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ABSTRACT
Modern search engines leverage a variety of sources, beyond the conventional query-document content similarity, to improve their ranking performance. Among them, query context has attracted attention in prior work. Previously, query context was mainly modeled by user search history, either long-term or short-term, to help the ranking of future queries. In this paper, we focus on situational context, i.e., the contextual features of the current search request that are independent from both query content and user history. As an example, situational context can depend on search request time and location. We propose two context-aware ranking models based on neural networks. The first model learns a low-dimensional deep representation from the combination of contextual features. The second model extends the first one by leveraging binarized contextual features in addition to the high-level abstractions learned using a deep network.

The existing context-aware ranking models are mainly based on search history, especially click data that can be gathered from the search engine logs. Although context-aware models have been widely explored in web search, their influence on search scenarios where click data is highly sparse is relatively unstudied. The focus of this paper, personal search (e.g., email search or on-device search), is one of such scenarios. We evaluate our models using the click data collected from one of the world’s largest personal search engines. The experiments demonstrate that the proposed models significantly outperform the baselines which do not take context into account. These results indicate the importance of situational context for personal search, and open up a venue for further exploration of situational context in other search scenarios.
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1. INTRODUCTION
Many of the standard information retrieval models solely consider query content to compute \(<query, document>\) similarity scores. However, in many real-world search applications, more types of information, which can represent query context, are available. This context, in addition to the query content, can be leveraged to improve search quality.

Query context can be defined in various ways. Previous work [5, 31, 34, 36, 43, 45, 46] often refers to query context as the information from the previous queries and their corresponding clickthrough data (i.e., short- and/or long-term search history). However, the information about the previous queries is not always available, e.g., in the case of cold-start users or the first query in each session. Using search history as context can also be disrupted by search task switches.

Orthogonally to user search history, there are other types of contextual features, referred to as situational context, that can be leveraged for ranking. For instance, during search logs analysis, we often observed large variations of clickthrough rates (CTR) and click positions across countries, languages, and days of the week. These observations are supported by prior research [14, 30], and validate the following assumption:

User search behavior may depend on the situational context of a query — the properties of the current search request, independent from the query content.

The time of a search request and the location of the user while submitting the request are two examples of situational context which can be employed in ranking models. There are several other situational features which may influence user search behavior such as user device, browser, language, etc. Recent increase in the number of search requests from mobile devices intensifies the importance of situational context. Users tend to type very short and ambiguous queries on mobile devices; previous work demonstrates that employing context information can fill the gaps in query understanding in such scenarios [27].

Based on the aforementioned observations and assumption, we build two context-aware ranking models to make use of the situational context. Since situational features, such as location, can be highly sparse, we design our models based on neural networks, which have shown impressive
performance in many tasks which are dealing with sparse data [18, 33].

Our neural network models are based on a simple yet effective semantic matching network, which we extend to support contextual features. Our first context-aware model learns a low-dimensional dense context representation from a combination of sparse contextual features. The sparse features are first embedded into a lower-dimensional space to obtain close vector representations for similar feature values, and then modeled jointly using non-linear hidden layers to enhance feature interactions.

In the second context-aware model, we design a wide & deep network based on the following hypothesis: although we can learn a meaningful abstract representation for contextual features, we may lose some information due to high-level abstraction. In this model, we consider binarized contextual raw (sparse) features in addition to their dense representations learned via a deep architecture. The main idea behind using the binarized raw features (the wide side of the network) is modeling a memorization approach [10].

Various definitions of query context have been explored for web search [5, 31, 34, 36, 43, 45, 46] where clickthrough data plays a critical role. However, the influence of contextual features on other search scenarios, where click data is highly sparse, is relatively unknown. Personal search is one of these scenarios. Personal search is a well-known information retrieval (IR) task with many applications, such as email search [3, 9, 44], desktop search [15], and on-device search [28]. The main difference between personal search and web search is that users in personal search only have access to their own private documents. As a result, the vast majority of click models for web search, which learn the probability of a click from a large amount of click data per query-document pair are not applicable to personal search [3, 44]. This is one of the reasons that email search, as an example of personal search, still remains a difficult, time-consuming, and frustrating search scenario [9, 16]. In this paper, we focus on personal search as the application for our evaluation. To the best of our knowledge, this is the first attempt to study context-aware models for personal search.

The primary contributions of this paper can be summarized as follows. We first motivate the idea of using situational context for personal search in Section 3. We then formally define situational context, and propose two context-aware semantic matching models based on deep neural networks in Section 4. Finally, in Section 5, we conduct a thorough evaluation of our techniques using click data gathered from one of the world’s largest personal search engines. We compare the two proposed context-aware semantic matching models to a semantic matching model, which does not take context into account [19]. We also use the output of our models as signals in a large scale learning to rank framework. An array of experiments clearly demonstrates the importance of employing situational context for ranking in personal search. The models incorporating situational context lead to significant improvements over several state-of-the-art baselines both as stand-alone matching functions, and as a part of a large scale learning to rank framework.

2. RELATED WORK

In this section, we first review prior work on personal search. We further study the use of context for improving ranking in different search scenarios. We finally provide an overview of recent work on deep learning models for various IR tasks.

2.1 Personal Search

Personal search refers to a search scenario which is over a collection of private documents of the user who initiates the search. Email search [9, 38], desktop search [15], and on-device search [28] are all examples of this kind. In personal search, each user has its own unique document corpus, which makes personal search different from web search. For instance, personal documents are often private information of users, thus developing explicit relevance judgments for personal search would be extremely expensive or even impossible. As a result, in personal search, designing ranking models based on clickthrough data as an indicator of implicit relevance judgment is essential.

The vast majority of learning methods based on click data which have been proposed for web search cannot be directly applied to personal search [44]. As documents in personal search environments are user-specific, clickthrough data based on the query-document pairs is extremely sparse. To conquer the sparsity, Bendersky et al. [3] proposed to use the clickthrough rate (CTR) of frequent n-grams extracted from the query-document pairs. We refer to this as the CTR memorization. In this paper, we develop a context-aware model on top of a semantic matching model using neural network and show that the new model can significantly outperform the CTR memorization baseline [3].

2.2 Context-Aware Ranking

Context-aware ranking has been widely explored in web search [5, 31, 34, 36, 43, 45, 46]. Most of the existing context-aware search models are based on the search history of whom submitted the query. Search history can be categorized to short- and long-term histories. Short-term search history includes the queries requested in the current search session and the corresponding clickthrough data. Shen et al. [39] proposed context-sensitive language models based on short-term search history and evaluated their models using TREC collections. Following their observations, a number of studies have focused on using short-term search history, especially their clickthrough data [34, 43, 45, 46]. Long-term search history refers to the historical information of a user’s queries and is often used for personalization in web search [5, 12, 36]. While both short- and long-term search histories have been shown to be effective in identifying query intent and understanding users’ information needs in web search, these types of query context cannot be used for cold-start users and/or queries with no session information (e.g., the first query of each session).

User-specific features are the other types of information that have been considered as contextual features. For instance, Kharitonov and Serdyukov [30] exploited demographic information of users (e.g., gender and age) for re-ranking documents in web search. Furthermore, Bennett et al. [4] estimated the location preference of a web page and used it to improve web search. The influence of many situational features and especially their joint effect on the ranking performance was relatively unstudied.

In addition to ranking in web search, there are several other applications that successfully make use of query context, such as query auto-completion [41], query suggestion [8], query classification [7], and query modification [12]. To the
best of our knowledge, contextual information has not been used and evaluated in personal search.

### 2.3 Deep Learning for IR

Neural network (and in particular, deep learning) approaches have shown impressive performance in many computer vision, natural language processing, and speech recognition tasks [33]. Recently, people started to study these approaches in various IR applications. For instance, distributional representation of words [37], also known as word embedding, has been employed to improve the performance of several IR tasks. Zamani and Croft [48] proposed a set of query expansion and pseudo-relevance feedback methods based on the semantic similarity of terms calculated via word embedding vectors. Diaz et al. [13] recently proposed to train word embedding vectors using the top retrieved documents of each query for query expansion. Word embedding has been also employed in other IR tasks, such as query classification [49], document classification [32], etc.

In addition to these approaches which use word embedding vectors as the input of their models, a number of studies designed and trained (deep) neural networks for a specific IR task, e.g., ad-hoc retrieval [19], question answering [11, 47], click models [6], etc. For instance, Borisov et al. [6] proposed a neural click model as an alternative to probabilistic graphical models. Huang et al. [23] proposed DSSM, a semantic matching model for web search based on click data. They developed a feed forward neural network with a word hashing phase to predict the click probability given a query string and a document title. C-DSSM [40] is another semantic matching model which is based on convolutional neural networks. Besides these representation-focused models, some interaction-focused matching models were also proposed. For example, DeepMatch [35] maps each text to a sequence of terms and trains a feed forward network for computing the matching score. Recently, Guo et al. [19] proposed a deep relevance matching model for ad-hoc retrieval based on feed forward networks. A number of these neural network-based matching techniques have only been demonstrated to be effective for a set of NLP tasks [19, 22].

In this paper, in order to model situational context for a given query, we develop and evaluate a deep neural network architecture. We also extend the architecture to use a wide & deep model [10].

### 3. MOTIVATION

In search engines, usually a search request has more properties than the actual content of the query. A number of these properties can be useful for improving search quality. For instance, the location of user when the query is submitted could be used for improving retrieval performance. As a more concrete example, for query “amazon”, the user’s information need can be the Amazon forest, or the Amazon retail website. Intuitively, a document related to the Amazon forest is more likely to be relevant to this query when the location of user is Brazil compared to US. Therefore, location is a property of query that can be potentially used for improving search quality.

Time is another query property which can be leveraged for ranking. Consider a short and ambiguous query like “reservation”. If it is issued during working hours, it could be relevant to actions like reserving network resources or booking a conference room. If it is issued at night or over a weekend, “reservation” is more likely to be relevant to, e.g., an OpenTable restaurant reservation.

Device of the user is an additional query property that can potentially be used for improving the retrieval performance. Previous studies on web search [2, 20] showed that length and type of the queries came from mobile devices differ from those came from desktop computers. Thus the optimal ranking functions for different devices can be different.

The aforementioned intuitions have motivated us to study various properties of the current search request that are independent of the actual query content. We call these properties situational context. These situational features are at query-level and for a given query, they are the same for all candidate documents. The exact definition of the situational features that we used in our experiments are presented in Section 5.1. It should be noted that, since we, in this paper, are interested in studying the affect of situational features, we do not consider user’s search histories, although, they have shown to be effective in web search [1, 24, 50]. To the best of our knowledge, there is no prior work on studying query context for the search scenarios where the click data is highly sparse, such as in personal search.

### 4. METHODOLOGY

Our goal is to design a general methodology that can leverage a variety of situational contexts for ranking. Note that situational contextual features can be highly sparse. For instance, there are hundreds to thousands of different locations, but a search request is associated with only a single one. In addition, since there are multiple possible situational context types (time of day, day of the week, location, device, etc.), using all of their possible combinations may lead to a combinatorial explosion in the number of features.

With this in mind, deep neural networks have shown an impressive performance in various speech recognition and natural language processing tasks where the input data is extremely sparse [33]. Therefore, we explore neural network based approaches in this paper. Our models take query content, situational context, and document content as inputs, and output a score as the prediction of how relevant a document is for a given query.

#### 4.1 Problem Formulation

Formally writing, let $Q = \{Q_1, Q_2, \cdots, Q_N\}$ be a query set, where $Q_k = \{< q_i, c_i, d_{i1}, l_{i1}, \cdots, < q_i, c_i, d_{ik}, l_{ik}>\}$ corresponds to the $i^{th}$ query in the query set and contains the query features $q_i$, contextual features $c_i$, document features $d_{ik}$ and the labels $l_{ik}$ for each document. Following previous work [25, 44], we use clickthrough data as labels in this paper and thus $l_{ik}$ is equal to 1 if $d_{ik}$ is clicked for the query $q_i$ and 0 otherwise.

Using $Q$ or its subset as training data, our objective is to predict the label using all the query, contextual, and document features. We use the cross-entropy loss function as our training objective:

$$
L = - \sum_{i=1}^{N} \sum_{j=1}^{k} l_{ij} \log p_{ij} + (1 - l_{ij}) \log (1 - p_{ij}),
$$

Footnote 1: The specific characteristics of personal search and its main differences from web search are described in Section 2.1.
where $p_{ij}$ denotes the predicted click probability (i.e., the output of the model) for the $j$th document given the $i$th query. In order to avoid over-fitting on the training data, we consider $l_2$ regularization term in our objective function.

A neural network model trained using our objective function is a pointwise ranking model. The output of such a model can be directly used to rank candidate documents of a given query. However, we are also interested in using it as a signal in a learning-to-rank framework, alongside many other ranking signals. For this reason, we limit ourselves to a pointwise neural network model, but the described methods are general enough to extend to pairwise or listwise loss functions.

The focus of this paper is how to effectively leverage the contextual features $c_i$ to improve personal search quality. In the following, we first start with a model that solely considers query and document features, i.e., purely semantic matching model (Section 4.2). We further extend this semantic matching model to incorporate situational context. To this end, we propose two network architectures, a deep one (Section 4.3) and a wide & deep one (Section 4.4).

### 4.2 Semantic Matching Model

According to [19, 23, 35], the problem of computing a relevance score between a query and a document (or two pieces of text, in general) can be cast to a text matching problem. In other words, the relevance score of a given query $q$ and a document $d$ can be calculated as:

$$score(q, d) = f(\Phi(q), \Phi(d))$$

where $\Phi$ denotes a function that maps a text to a vector representation and $f$ denotes a matching function that computes the similarity of two computed representations. Existing semantic matching models provide different implementations of the functions $\Phi$ and $f$. For instance, Huang et al. [23] considered a feed forward neural network as $\Phi$ and the cosine similarity function as $f$.

In this paper, we consider a simple neural network-based semantic matching model. This model and its similar variations have been shown to be effective in various tasks, including ad-hoc retrieval [19] and web search [23]. The network topology of our semantic matching model is presented in Figure 1.

The input of this model is a query and a candidate document. In our model, queries and documents are represented as a list of n-grams (see Section 5.1 for more details). As shown in Figure 1, we first employ embedding layers on top of the input query and document to compute a dense representation for each of them. Note that the embedding layers differ from pre-trained word embedding vectors, which have been previously used in [13, 29, 48], in that our embeddings are directly learned from the click training data.

The goal of employing these embedding layers is to obtain low-dimensional (compared to the vocabulary size) dense vector representations for the input data (n-grams, in this case), in which close vectors demonstrate similar input. We can then use a stack of non-linear hidden layers to learn high-level abstractions of the input data. These hidden layers are fully-connected and the $i$th node of each layer is calculated as:

$$h_i = \sigma(w_i^T \cdot x + b_i)$$

where $w_i$ and $b_i$ denote the weight matrix and the bias value, respectively. $x$ is the output vector from the previous layer and $\sigma$ is the activation function. The rectifier linear unit (ReLU) activation function, which is one of the most common activation functions in the literature of deep learning [33], is used in our method:

$$\sigma(t) = \max(0, t).$$

At the output layer, we use a fully-connected single neuron with a sigmoid activation function

$$\delta(t) = \frac{1}{1 + e^{-t}}$$

to compute the matching score between the given query and document abstract representations. The score represents the click probability on the document given the query. This model is a representation-focused model for ranking. We refer to this semantic matching model as DNN, in the remainder of this paper.

### 4.3 Context-Aware Deep Network Model

In order to incorporate contextual features into our semantic matching model, as shown in Figure 2a, we first use an embedding layer on top of each contextual feature. The reason for using embedding layers is to have close vector representations for the feature values that are similar to each other. For example, the representations of weekends should be intuitively close to each other and far from the weekday vectors. We then use a number of hidden layers on top of the embedding layers to learn deeper abstractions from these features.

To model the combination of all the contextual features, we use a non-linear hidden layer (i.e., the “contextual abstraction” layer in Figure 2a) which gets the concatenation of context representations as input. In other words, the $i$th node of the combination abstraction layer is computed as:

$$c_i^D = \sigma(\sum_{k=1}^n w_k^T \cdot \hat{c}_k + b_i)$$

where $\hat{c}_k$ is the output vector of the previous layer corresponding to the $k$th contextual feature and $n$ represents the
total number of contextual features. The model should learn the $w_{ik}$ and $b_i$ parameters. We again use ReLU as activation function in this layer and use $c_i^T$ to denote the output (where superscript $D$ stands for deep neural network).

The reason for using this hidden layer is that we can learn a meaningful representation from a combination of contextual features. For instance, weekends and holidays vary by country, and thus a combination of both location and time representations can lead to learning a more accurate contextual representation, which is used in the final estimation neuron. In our experiments, we found that this combination hidden layer is critical for ranking metric optimization (see Section 5.2). The final click probability is calculated based on the given query, document, and contextual features, similarly to Section 4.2. We refer to this matching model that takes both semantics and deep situational context representation into account as Context-WDNN, in the remainder of this paper.

### 4.4 Context-Aware Wide and Deep Network Model

Although deep neural networks have been shown to be useful in learning abstract representations for a large number of features, some information might be over-generalized due to these high-level abstractions. Cheng et al. [10] recently proposed to use sparse features alongside the deep representation of features in order to model memorization. They showed that by using this approach, the performance of the recommender system used in Google Play (a commercial mobile app store) can be improved.

Inspired by their work on recommender systems, we propose a wide & deep neural network model for taking contextual features into account. As shown in Figure 2b, in addition to the deep network proposed in Section 4.3, we consider raw contextual features in a binarized format, which are extremely sparse. This can help us to model memorization approaches that are simple yet effective, when large amounts of training data are available.

Formally, we calculate the final click probability as follows:

$$\delta(w_q^T \cdot \hat{q} + w_d^T \cdot \hat{c} + w_{Dd}^T \cdot \hat{c}^D + w_d^T \cdot \hat{d} + b)$$  \hspace{1cm} (5)$$

where $\hat{q}$, $\hat{c}$, and $\hat{c}^D$ represent the final representation of query, document, and context between the hidden and output layers. $\hat{c}$ represents the binarized context features. $\delta$ is a sigmoid activation function. Parameters $w$ and $b$ are learned during the training phase. We refer to this matching model that takes both semantics, deep context representations and binarized sparse context features into account as Context-WDNN, in the remainder of this paper.

## 5. EVALUATION

We start this section by describing our data sources and the situational context features used in our experiments. We then evaluate each of the proposed models and investigate the impact of the situational context. We finally use the output of our models as a signal alongside other ranking signals in our final ranking phase, and explore how much improvement can be achieved by considering situational context in the final ranking model.

### 5.1 Data

We evaluate the proposed context-aware ranking models using the data gathered from the logs of one of the world’s largest personal search engines. The data is collected from email search logs (click data) of real users. In order to preserve the privacy of users, the data is anonymized and following the k-anonymity approach [42], our model can only access the query and document n-grams that are frequent enough in the whole collection. Since the inputs of our model are always sufficiently frequent, it gives us the possibility of learning meaningful dense representations for them.

The dataset contains approximately 20 million queries. For each query, there are four candidate documents available and the purpose is to rank these four documents for the given query. 90% of the queries are randomly selected for training, and the rest are used for evaluation.

In addition to the frequent query and document n-grams that are explained above, we also consider four situational features (two geographical and two temporal features), which are summarized in Table 1. It is notable that the language of each search query was automatically predicted based on the query content and the temporal features are all based on the UTC time, since we do not have access to the users’ exact timezone (some countries may span multiple timezones). Table 1, the two geographical features are both highly sparse.

Following previous work on web search [25, 26] and personal search [9, 44], we use click data as a judgment indicator
to train and evaluate our models. In our final ranking stage, we consider the position bias problem [26] similar to what is described in [44]. More details are provided in Section 5.3.

5.2 Context-Aware Model Evaluation

In this subsection, we rank candidate documents only based on the output of the proposed context-aware neural network models.

5.2.1 Experimental Setup

We implemented our neural network models using the open-source TensorFlow toolkit\(^3\). The neural network parameters were tuned over the training set as follows; we swept the learning rate between \(\{0.0005, 0.005, 0.05, 0.1\}\) and the output dimension for each hidden layer (i.e., the number of neurons in each layer) between \(\{2, 5, 10, 20, 30, 50\}\). The dimension of embedding layers was set to 100. The objective function is described in Section 4.1.

5.2.2 Evaluation Metric

We use mean reciprocal rank (MRR) to evaluate the models. In our personal search engine, only one of the retrieved documents can be clicked by the user, thus MRR is calculated as:

\[
MRR = \frac{1}{|Q|} \sum_{i=1}^{Q} \frac{1}{rank_i}
\]

where \(Q\) and \(rank_i\) respectively denote the evaluation query set and the rank of the clicked document in response to the \(i\)th query.

In addition to MRR, we also use success@1 and success@3 as evaluation metrics. success@1 is equivalent to the precision of the top retrieved document, which represents the accuracy of the model in retrieving the correct (clicked) document at the first position. success@3 shows the accuracy of the system in not retrieving the correct document at the last position. In fact, success@1 = 100% indicates the best achievable ranking, and as our personal search engine returns at most 4 results, success@3 = 0 indicates the worst achievable ranking.

Statistically significant differences are determined using the two-tailed paired t-test computed at a 99% confidence level (\(\alpha < 0.01\)).

5.2.3 Results and Discussion

In this subsection, we empirically answer the following research questions:

- **RQ1**: Are neural network-based semantic matching models adequately suitable for our task?

Table 1: The situational context features used in the experiments.

<table>
<thead>
<tr>
<th>Type</th>
<th>Feature</th>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographical</td>
<td>Country</td>
<td>~ 250</td>
<td>The country of the user at the time of the search request.</td>
</tr>
<tr>
<td>Language</td>
<td>Language</td>
<td>~ 200</td>
<td>The language (including dialect, e.g., <em>US English</em>) of the search request.</td>
</tr>
<tr>
<td>Temporal</td>
<td>Week day</td>
<td>~ 20</td>
<td>The day of the week of the search request.</td>
</tr>
<tr>
<td></td>
<td>Hour</td>
<td>24</td>
<td>The time (hour) of the day of the search request.</td>
</tr>
</tbody>
</table>

\(^*\) Since there is generally a strong correlation between user language and location, we categorize language as a geographical feature.

Table 2: Relative improvements achieved by the neural network-based semantic matching models compared to the CTR memorization baseline. Superscripts 0/1 indicate statistically significant improvements over the CTR memorization and the NN methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>MRR</th>
<th>success@1</th>
<th>success@3</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>+0.43%</td>
<td>+0.90%</td>
<td>+0.55%</td>
</tr>
<tr>
<td>DNN</td>
<td>+1.76%</td>
<td>-3.46%</td>
<td>+2.05%</td>
</tr>
</tbody>
</table>

- **RQ2**: Can contextual features be used individually to improve the retrieval performance?

- **RQ3**: Can we learn more accurate context representation with a combination of contextual information?

- **RQ4**: Do we lose some information by learning low-dimensional representations based on deep neural networks?

To address RQ1, we consider the clickthrough rate (CTR) memorization method as a simple yet effective baseline, which was recently proposed in [3]. This method computes CTR for each \(<query n-gram, document n-gram>\) pair and ranks the candidate documents for a given query based on the CTR aggregation of their query and document n-grams pairs. This memorization baseline can perform well when a sufficient amount of training data is available, as in our case. There are a number of other approaches which use clickthrough data for web ranking (e.g., [17]). The main goal of this paper is to evaluate the effect of incorporating contextual features for personal search. Therefore, we do not consider other web-based approaches which rely on the availability of co-clicked \(<query, url>\) pairs, and thus cannot work well when the click data is sparse.

Table 2 reports the relative improvements achieved by two neural network-based semantic matching models compared with the CTR memorization baseline. In this table, NN refers to a simple semantic matching model (see Section 4.2) with only one embedding layer. DNN has a similar architecture with an additional non-linear hidden layer. According to Table 2, our semantic matching models significantly outperform the CTR memorization baseline, in terms of all evaluation metrics. Since our main goal is to use contextual information for improving the ranking quality, in the rest of the experiments, we keep DNN as our base semantic matching method and extend it using contextual information.

To address our second research question (RQ2), we extend DNN by adding situational features to the network. The network architecture would be similar to the Context-DNN model (see Figure 2a) but without the “contextual

\(^3\)https://www.tensorflow.org/
Table 3: Relative improvements achieved by employing situational features compared to the DNN model. The superscript * indicates statistically significant improvements over the DNN model.

<table>
<thead>
<tr>
<th>Method</th>
<th>MRR improvement</th>
<th>success@01 improvement</th>
<th>success@03 improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN + Country</td>
<td>−0.05%</td>
<td>−0.16%</td>
<td>−0.00%</td>
</tr>
<tr>
<td>DNN + Language</td>
<td>−0.06%</td>
<td>−0.19%</td>
<td>−0.03%</td>
</tr>
<tr>
<td>DNN + Day</td>
<td>−0.01%</td>
<td>−0.08%</td>
<td>+0.03%</td>
</tr>
<tr>
<td>DNN + Hour</td>
<td>−0.02%</td>
<td>−0.05%</td>
<td>+0.04%</td>
</tr>
<tr>
<td>DNN + Geographical</td>
<td>+0.05%</td>
<td>+0.16%</td>
<td>+0.01%</td>
</tr>
<tr>
<td>DNN + Temporal</td>
<td>+0.07%</td>
<td>+0.22%</td>
<td>+0.03%</td>
</tr>
<tr>
<td>DNN + All</td>
<td>+0.15%</td>
<td>+0.35%</td>
<td>+0.06%</td>
</tr>
<tr>
<td>Context-DNN</td>
<td>+0.69%</td>
<td>+0.70%</td>
<td>+0.10%</td>
</tr>
<tr>
<td>Context-WDNN</td>
<td>+0.69%*</td>
<td>+0.93%*</td>
<td>+0.15%</td>
</tr>
</tbody>
</table>

The intuition behind it stems from the following question: can we capture meaningful information based on multiple situational context despite the uncertainty factors in each of them? To do so, we trained three models based on geographical, temporal, and all contextual features based on the same network topology (i.e., similar to Context-DNN without the “contextual abstraction” layer.). According to Table 3, we can get minor improvements by considering these contextual features together. Based on this observation, we propose to learn a more accurate situational context representation by adding a hidden layer to combine all context features together (see Figure 2a). The results show that Context-DNN significantly outperform DNN which does not consider situational features, as well as DNN + All which considers the situational features separately.

As shown in Table 3, Context-WDNN model is the best performing model, in terms of all evaluation metrics. The results achieved by Context-WDNN (see Figure 2b for the model’s architecture) indicate that we lose some information by considering deep networks to learn low-dimensional abstractions for contextual features, and Context-WDNN, which adds raw contextual features to the Context-DNN model, improves the performance, in terms of all the evaluation metrics. Therefore, our answer to RQ4 is yes.

Learning curve. To have an insight into the amount of training data that we need to train the proposed neural network-based models, we consider our best performing network (i.e., Context-WDNN) and plot the MRR improvements achieved by different amounts of training data compared to 100K queries. The learning curve is plotted in Figure 3. According to this figure, more than four million queries is a reasonable amount of training data that we need to train this model.

5.3 End-to-End Ranking Evaluation

It is a common practice today that production-grade search engines aggregate multiple signals in order to compute the final ranking score (see, e.g., [9]). In this set of experiments, we answer the following research question:

• RQ5: Can we improve the final ranking performance by using the output of our situational context models alongside many other ranking signals?

5.3.1 Experimental Setup

In the experiments, we used an implementation of an adaptive learning to rank framework based on multiple adaptive regression trees (MART) learning algorithm [21] as the final ranking model. This learning to rank framework considers the position bias correction in the training process, as suggested by some prior work [3, 44]

5.3.2 Evaluation Metric

As a target metric, we consider the weighted mean reciprocal rank (WMRR) proposed by Wang et al. [44]. WMRR takes the position bias into account, and is computed as follows:

\[
WMRR = \frac{1}{\sum_{i=1}^{Q} w_i} \sum_{i=1}^{Q} \frac{1}{w_i \cdot rank_i},
\]

where \( w_i \) denotes the bias correction weight. We set these weights based on a result randomization study, as described in [44]. Effectively, \( w_i \) is inversely proportional to the probability of observing the click at the clicked position of a query due to position bias.

Statistically significant differences are determined using the two-tailed paired t-test, as described in the previous set of experiments (see Section 5.2.2).
Table 4: Relative improvements achieved by adding the output of each proposed model as a signal to our current personal ranking model compared to the performance of the ranking model without these signals (denoted LTR). Superscripts 0/1 indicate statistically significant improvements over LTR/LTR+DNN, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>WMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTR + DNN</td>
<td>+0.72%01</td>
</tr>
<tr>
<td>LTR + Context-DNN</td>
<td>+1.88%01</td>
</tr>
<tr>
<td>LTR + Context-WDNN</td>
<td>+1.90%01</td>
</tr>
</tbody>
</table>

5.3.3 Results and Discussion

In this set of experiments, we first consider the introduced learning to rank framework (LTR) with a number of standard email search signals that do not take the situational context into account (readers can refer to Carmel et al. [9] for an overview of such signals). We then add the output of each of the DNN, Context-DNN, and Context-WDNN models as a signal to the LTR framework. In fact, in these experiments, we investigate how much value will be added to the final ranking by considering the proposed models. Note that because of the sparsity of some contextual features, e.g., location and language, it is unlikely to improve the ranking performance by directly adding these features to LTR.

The relative improvement achieved by each method compared to LTR with non-contextual features is reported in Table 4. As shown in this table, by adding each of these signals, we can get significant improvements over the LTR baseline. Adding Context-DNN or Context-WDNN as a signal to LTR significantly outperforms the LTR + DNN model, which demonstrates the importance of the situational context in personal search ranking. Employing the output of Context-WDNN achieves the best performance, in terms of weighted MRR (WMRR).

5.3.4 Context-Aware Analysis

To analyze the results achieved by taking the situational context into account, we consider our best ranking model, i.e., LTR + Context-WDNN. We report relative improvements compared to the LTR baseline. In other words, the improvements achieved by a context-aware model compared to a model without any information about the context are reported. We first consider the top 10 countries (in terms of the number of requests from the countries in the test set) and plot the average and the standard deviation of the improvement achieved for each of these countries in Figure 4a. According to this figure, the average improvements per country is generally decreasing from the first to the tenth top country. The standard deviation is also increasing. Intuitively, this demonstrates that the proposed context-aware model has more impact for countries with more search requests, but provides a uniform improvement across countries.

Figure 4b presents the improvements per language for top 10 languages in terms of the number of requests from those languages. According to this figure, the standard deviation of improvements increases when we move from the first to the tenth language. This indicates that the impact on the least frequent languages varies more compared to the more common languages.

The improvements per day of the week are plotted in Figure 4c. In this figure, we only considered the queries that came from the United States, since we do not have access to the true timezone of the user. The observation here is that the improvements achieved on the weekends are similar to each other and are much higher than those obtained during the weekdays. It suggests that a LTR model without context is sub-optimal for weekends and our context-aware ranking models improve the search quality by modeling this context effectively in LTR framework.

The observations in context-aware result analysis demonstrate that the context-aware models can achieve varying improvements for different values of contextual features. This analysis can be further used to deploy a context-aware model for the user segments where they can achieve the highest improvements.

6. Conclusions and Future Work

In this paper, we addressed the problem of employing situational context in order to improve the ranking quality in personal search. We considered situational context as the properties of the current search request that are independent from both query content and user search history, such as time and location. As we observed a meaningful relation-
ship between user behavior and situational context features in search logs, we developed two supervised context-aware ranking models based on neural networks that can be trained using clickthrough data.

The first context-aware model considers a deep context representation learned from a combination of all the contextual features. Learning a dense representation based on all the features enables us to model cross-context information. For example, weekends and holidays may vary across countries, which can only be learned by considering time and location features in tandem.

The second model extends our first model based on the following hypothesis: we may lose some information by learning high-level abstraction of contextual features. Therefore, we proposed a wide & deep neural network which considers binarized contextual features in addition to their deep dense abstractions.

We evaluated our models using click data collected from one of the world’s largest personal search engines. Our experiments demonstrated significant improvements over several state-of-the-art baselines and indicated the importance of situational context for personal search.

As a future research direction, other types of context, such as short- and long-term search history, or user profiles, can be studied in personal search scenarios. The importance of other situational features, e.g., user device, can also be explored in the future. We also intend to study pairwise and listwise context-aware networks (that extend the pointwise approach presented in this paper). Studying situational features in other search scenarios, such as web search, is another interesting direction that can be considered in the future.
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