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ABSTRACT

Previous studies have shown that semantically meaningful
representations of words and text can be acquired through
neural embedding models. In particular, paragraph vector
(PV) models have shown impressive performance in some
natural language processing tasks by estimating a docu-
ment (topic) level language model. Integrating the PV mod-
els with traditional language model approaches to retrieval,
however, produces unstable performance and limited im-
provements. In this paper, we formally discuss three in-
trinsic problems of the original PV model that restrict its
performance in retrieval tasks. We also describe modifica-
tions to the model that make it more suitable for the IR
task, and show their impact through experiments and case
studies. The three issues we address are (1) the unregulated
training process of PV is vulnerable to short document over-
fitting that produces length bias in the final retrieval model;
(2) the corpus-based negative sampling of PV leads to a
weighting scheme for words that overly suppresses the im-
portance of frequent words; and (3) the lack of word-context
information makes PV unable to capture word substitution
relationships.
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1. INTRODUCTION
Most tasks in information retrieval (IR) benefit from rep-

resentations that do not treat individual words and docu-
ments as unique symbols but reflect their semantic relation-
ships. A common paradigm is to project both words and
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documents to a latent semantic space and perform match-
ing or language estimation accordingly. This has led to a
range of research that incorporates topic models into ad-
hoc retrieval tasks. For example, the cluster-based retrieval
model [15] and the LDA-based retrieval model [24] have been
used to smooth the probability estimation in language mod-
eling approaches with a cluster-based topic model and a La-
tent Dirichlet Allocation model, respectively. Both methods
obtained consistent improvement over the original language
models [19].

Recent advances in neural embedding models potentially
provide new methods to acquire semantically meaningful
representations for words and documents. In particular, Le
et al. [13] propose a paragraph vector (PV) model that can
jointly learn word and document embeddings through es-
timating a document level language model. In contrast to
topic models, PV does not define a fixed number of top-
ics as a priori. Documents and words are flexibly clustered
through the learning of embedding vectors. Meanwhile, PV
can be trained with stochastic gradient decent algorithm
(SGD), which is simple yet efficient for large-scale learning
problems. Previous studies showed that PV has superior
performance on several linguistic tasks [5] and great poten-
tial for IR [13].

Since PV estimates a document language model, a natural
idea is to incorporate it into the language model framework
for IR tasks. However, according to our initial experiments,
directly combining the original PV with language model-
ing approaches produces unstable performance and limited
improvement. Recently, Ai et al. [1] proposed a retrieval
model based on a modified version of PV-DBOW – the para-
graph vector model with distributed bags of words assump-
tion. Specifically, they introduced three modifications on
the original PV-DBOW: document-frequency based negative
sampling, L2 regularization and a joint learning objective.
Although they reported positive results on standard ad-hoc
retrieval tasks, they did not give detailed analysis on how
their modifications affect the language estimation of PV and
why they are beneficial for IR.

In this paper, we conduct both a theoretic and empiri-
cal analysis on PV-DBOW to define its limitation as a lan-
guage model for IR. Specifically, we notice three problems
when incorporating the original PV-DBOW into language
modeling approaches. First, the unregulated learning objec-
tive makes PV-DBOW vulnerable to over-fitting. This ver-
sion of the model tends to retrieve more short documents as



training iterations increase. Second, the corpus-frequency
based negative sampling strategy of PV-DBOW leads to a
ICF-like weighting scheme for words in documents, which
overly suppresses frequent words. Third, PV-DBOW does
not capture word-context information, which makes it un-
able to model word substitution. By not capturing the sub-
stitution relations between words, PV-DBOW produces sub-
optimal vectors for words and documents which leads to in-
ferior language estimation. In addition to the detailed anal-
ysis of these problems, we also provide clear explanations
of how they are addressed by L2 regularization, document-
frequency based negative sampling, and a joint learning ob-
jective. Results on TREC collections indicate that the pro-
posed modifications improve both the effectiveness and ro-
bustness of PV-based retrieval models.

The rest of the paper is structured as follows. Section 2
describes the related work and Section 3 introduces the ba-
sic structure of PV-based retrieval models. Analysis of the
problems and modifications for PV-based retrieval models is
presented in Section 4. The proposed modifications are val-
idated with experiments in Section 5. Finally, we conclude
our work in Section 6.

2. RELATED WORK
In this section, we briefly review the previous studies in

two research fields related to our work, including language
smoothing with topic models for IR and neural embedding
models.

2.1 Language Smoothing with Topic Models
Language model based retrieval models have been proven

to be highly effective for ad hoc retrieval[19, 9]. These mod-
els rank documents according to the likelihood of observing
a query given the document’s language model. The sim-
ple language modeling approach estimates language models
based on the bag-of-words assumption. This method, how-
ever, fails when the query words are not observed in doc-
uments. A common solution to this problem is applying
smoothing techniques by incorporating a corpus language
model for unobserved words. Example approaches include
Jelinek-Mercer method, Absolute discounting, and Bayesian
smoothing with Dirichlet priors [25].

One issue of language smoothing with the corpus lan-
guage model is the lack of discrimination. Corpus-based
smoothing techniques assume that all documents have sim-
ilar background probability distributions for unseen words,
which makes it difficult to differentiate semantic differences
between documents. To overcome this problem, topic mod-
els were proposed to produce document specific language
estimation by projecting both documents and queries to a
same latent semantic space. For example, Deerwester et
al. [6] proposed the Latent Semantic Indexing (LSI) tech-
nique to extract latent representations for words and docu-
ments through the SVD analysis of term frequency matrix.
Hoffman [10] introduced the probability Latent Semantic In-
dexing (pLSI) that models words and documents as mixtures
of topics. Blei et al. [3] further extend pLSI by drawing topic
mixtures from a conjugate Dirichlet priori. Although these
topic models do not work well in retrieval tasks on them-
selves [2], their combination with the original language mod-
els produces positive results. For example, Liu and Croft [15]
showed that document clustering can significantly improve
the effectiveness of language modeling approaches. Further-

more, Wei and Croft [24] introduced a LDA-based retrieval
model that consistently outperforms cluster-based retrieval
model and produces state-of-the-art performance for topic
models in ad-hoc retrieval.

2.2 Neural Embedding Models
Neural embedding models have received considerable at-

tention in the natural language processing (NLP) commu-
nity[17, 16, 13, 22]. Mikelov et al. [16] proposed a skip-gram
model for learning high-quality word embeddings from large
amounts of unstructured text data. These representations
capture word similarities at a semantic level and have good
compositionality. Le et al. [13] introduced paragraph vector
models that project both words and documents into a single
semantic space and estimate word probabilities accordingly.
Experiments show that paragraph vector models outperform
LDA in many NLP tasks such as sentiment analysis and doc-
ument clustering [5, 13].

Recently, researchers in IR community have applied neu-
ral embedding models for retrieval tasks. Vulić et al. [23]
and Mitra et al. [18] represented both queries and docu-
ments with a composition of word vectors and performed
ranking based on the cosine similarity between them. The
compositional model with word embedding performs poorly
by itself, but it can improve the overall performance of word-
based models through rank fusions. Ganguly et al. [7] and
Zuccon et al. [27] applied word embeddings in the translation
language model framework. They defined translation proba-
bilities based on the cosine similarity between word vectors.
More recently, Ai et al. [1] introduced a new method to in-
corporate neural embedding representations for IR models.
Instead of computing cosine similarity, they focused on the
probabilistic framework of PV models and its application in
language smoothing. They proposed three modifications to
adapt PV for retrieval tasks and reported that the enhanced
PV can significantly outperform the original PV and exist-
ing LDA-based retrieval models. In this paper, we provide a
formal analysis and further modifications of this approach.

3. PARAGRAPH VECTOR MODEL FOR

IR
In this section, we describe the details of how to apply

the original PV model for information retrieval. In this pa-
per, we focus on a specific type of PV model with distributed
bag-of-words assumption (PV-DBOW) due to its direct con-
nection with language models of documents.

3.1 PV-DBOW
The original PV-DBOW was proposed by Le et al. [13].

The concept of “paragraph” stands for texts with varied
lengths, which can be sentences, paragraphs and, in our case,
the whole documents. PV-DBOW assumes the indepen-
dence between words in a document and uses the document
to predict each observed word in it. In this way, PV-DBOW
learns both document and word embeddings by estimating a
document level language model. Specifically, each document
d is first projected into a semantic space and then trained to
predict its words w. With the bag-of-words assumption, the
generative probability of word w in document d is obtained
through a softmax function over vocabulary Vw:

P (w|d) =
exp(~w · ~d)

∑
w′∈Vw

exp( ~w′ · ~d)
(1)











approach for information retrieval. It constructs document
models with bag-of-words representation and ranks docu-
ments according to the log likelihood of query words given
the document models. Standard query likelihood model with
Dirichlet smoothing [25] can be formulated as Equation (13):

PQL(Q|D) =
∑

w∈Q

tfw,Qlog
tfw,D + µP (w|C)

|D|+ µ
(13)

where tfw,Q is the number of times that w occurs in the
query, tfw,D is the number of times that w occurs in the
document, |D| is the length of the document, µ is a param-
eter for Dirichlet smoothing and P (w|C) is a background
language model that is computed as the number of w in the
whole corpus divided by the corpus size. To simplify the
parameter tuning for both baselines and PV-based retrieval
models, we do not tune µ in our experiments and use the av-
erage value of the 5-fold validation on Robust04 and GOV2
from Huston and Croft [11]. Specifically, for Robust04 col-
lection, we set µ = 934 for title queries and µ = 2166 for
description queries. For GOV2 collection, we set µ = 1481
for title queries and µ = 2107 for description queries.

LDA-based retrieval model (LDA-LM) [3]: LDA is
a popular topic model based on a formal generative model
of documents. It draws the document-topic distribution θ̂

and topic-word distribution φ̂ from two conjugate Dirichlet
priors and models the posterior estimation of word w in
document d as:

PLda(w|d) =
K∑

z=1

P (w|z, φ̂)P (z|d, θ̂) (14)

where K is the number of topics in LDA model. Proposed
by Wei and Croft [24], LDA-based retrieval models combines
the original document model from QL with LDA model as:

P (w|d) = (1− λ)PQL(w|d) + λPLda(w|d) (15)

where PQL(w|d) is the maximum likelihood estimation of
word w in document d with the query likelihood model and
Plda(w|d) is the posterior estimation of w given d in the LDA
model. In experiments, we use Gibbs sampling to estimate
the parameters of LDA and empirically set topic number
as K = 800. Following previous study [8], the symmetric
Dirichlet priors in LDA are set as α = 50

K
and β = 0.01.

5.2 Evaluation Framework
We employ four standard retrieval metrics for evaluation:

mean average precision (MAP), normlized discounted cumu-
lative gain at 20 (nDCG@20) and precision at 20 (P@20).
We list Ai et al. [1]’s results on Robust04 and our own exper-
iments on GOV2 to show the overall retrieval performance
of PV-based retrieval model.

Due to the limited number of annotated queries in our ex-
periment collections, we conduct 5-fold cross-validation. We
follow the same settings as Huston and Croft[11] and split
the query topics for each collections randomly into 5 folds.
We tune λ (the combination weight for the LDA-based re-
trieval model and PV-based retrieval models) with 4 of the
5 folds and test on the remaining 1 fold. The reported num-
bers are the average value over all test folds. As suggested by
Smucker et al.[21], statistical significance is computed with
Fisher randomization test with threshold 0.05.

For efficient computation, we adopt a re-ranking strat-
egy. The initial retrieval is performed with query likeli-

Table 3: Results from Ai et al. [1] on Robust04 col-
lection measured by MAP. ∗, + means significant
difference over QL, LDA-LM respectively at 0.05
significance level measured by Fisher randomization
test.

Robust04 collection
Method Titles Descriptions

QL 0.253 0.246
LDA-LM 0.259∗ 0.251∗

PV-LM 0.259∗ 0.247
EPV-R-LM 0.259∗ 0.247
EPV-DR-LM 0.262∗ 0.252∗

EPV-DRJ-LM 0.267∗+ 0.253∗

hood model to obtain 2,000 candidate documents. Then
re-ranking is performed with different models. The final
evaluation is carried out on the top 1,000 results.

We trained LDA and paragraph vector models with doc-
uments in Robust04 and GOV2 separately. However, han-
dling large scale dataset like GOV2 is computational expen-
sive for LDA. For fair comparison, we randomly sampled
500k documents (including the candidates retrieved by QL)
from GOV2 and trained LDA and paragraph vector models
on the sampled subset.

5.3 Settings for Paragraph Vector Models
We tested four types of PV-based retrieval models:

• PV-LM: the PV-based retrieval model with PV-
DBOW proposed by Le et al. [13].

• EPV-R-LM: the PV-LM model with L2 regularization.

• EPV-DR-LM: the EPV-R-LM model with document-
frequency based negative sampling.

• EPV-DRJ-LM: the EPV-DR-LM model with a joint
learning objective.

The tuning of all hyper-parameters in PV-DBOW requires
considerable effort and is not the core of this paper, so we
set most parameters same with the default settings from
skip-gram word embedding model proposed in [17]2 except
for iteration number. The iteration number is tuned offline
with PV-LM from 10 to 80 (10 per step) on Robust04 titles.
We observed the best performance under 20 iterations and
fix this number for all PV-based retrieval models.

Modification-specific hyper-parameters are tuned sepa-
rately for EPV-R-LM, EPV-DR-LM and EPV-DRJ-LM. For
models with document-frequency based negative sampling,
we tuned η from 0.0 to 1.0 (0.1 per step). The best perfor-
mance for EPV-DR-LM and EPV-DRJ is 0.4 and 0.1. For
models with L2 regularization, we tested γ from 0.1, 1, 10
and 100. The best performance is consistently obtained with
10 in EPV-R-LM, EPV-DR-LM and EPV-DRJ-LM.

5.4 Results and Discussion
Ai et al. [1] showed that the proposed modifications for

PV-DBOW improve the performance of PV-based retrieval
model on Robust04. However, they only reported the best
retrieval scores of each model and did not illustrate how

2https://code.google.com/p/word2vec/







fect the performance of PV-based retrieval models. With
formal inductions, we show that different noise distributions
lead PV-DBOW to optimize a different weighting scheme.
In this way, one may easily adapt neural embedding mod-
els to incorporate different information for different tasks.
Second, the norms of embedding vectors contain important
information for IR. Previous work mainly focuses on the co-
sine similarities between embedding vectors, but our analysis
show that the norms of embedding vectors also influence the
language estimation of PV models. Vector norms in neural
embedding models are related to both word frequency and
document structures, which could be potentially useful for
future studies.
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