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ABSTRACT

Previous studies have shown that semantically meaningful
representations of words and text can be acquired through
neural embedding models. In particular, paragraph vector
(PV) models have shown impressive performance in some
natural language processing tasks by estimating a docu-
ment (topic) level language model. Integrating the PV mod-
els with traditional language model approaches to retrieval,
however, produces unstable performance and limited im-
provements. In this paper, we formally discuss three in-
trinsic problems of the original PV model that restrict its
performance in retrieval tasks. We also describe modifica-
tions to the model that make it more suitable for the IR
task, and show their impact through experiments and case
studies. The three issues we address are (1) the unregulated
training process of PV is vulnerable to short document over-
fitting that produces length bias in the final retrieval model;
(2) the corpus-based negative sampling of PV leads to a
weighting scheme for words that overly suppresses the im-
portance of frequent words; and (3) the lack of word-context
information makes PV unable to capture word substitution
relationships.

CCS Concepts

eInformation systems — Language models; Document
representation;

Keywords
Paragraph Vector; Language Model

1. INTRODUCTION

Most tasks in information retrieval (IR) benefit from rep-
resentations that do not treat individual words and docu-
ments as unique symbols but reflect their semantic relation-
ships. A common paradigm is to project both words and
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documents to a latent semantic space and perform match-
ing or language estimation accordingly. This has led to a
range of research that incorporates topic models into ad-
hoc retrieval tasks. For example, the cluster-based retrieval
model [15] and the LDA-based retrieval model [24] have been
used to smooth the probability estimation in language mod-
eling approaches with a cluster-based topic model and a La-
tent Dirichlet Allocation model, respectively. Both methods
obtained consistent improvement over the original language
models [19].

Recent advances in neural embedding models potentially
provide new methods to acquire semantically meaningful
representations for words and documents. In particular, Le
et al. [13] propose a paragraph vector (PV) model that can
jointly learn word and document embeddings through es-
timating a document level language model. In contrast to
topic models, PV does not define a fixed number of top-
ics as a priori. Documents and words are flexibly clustered
through the learning of embedding vectors. Meanwhile, PV
can be trained with stochastic gradient decent algorithm
(SGD), which is simple yet efficient for large-scale learning
problems. Previous studies showed that PV has superior
performance on several linguistic tasks [5] and great poten-
tial for IR [13].

Since PV estimates a document language model, a natural
idea is to incorporate it into the language model framework
for IR tasks. However, according to our initial experiments,
directly combining the original PV with language model-
ing approaches produces unstable performance and limited
improvement. Recently, Ai et al. [1] proposed a retrieval
model based on a modified version of PV-DBOW - the para-
graph vector model with distributed bags of words assump-
tion. Specifically, they introduced three modifications on
the original PV-DBOW: document-frequency based negative
sampling, L2 regularization and a joint learning objective.
Although they reported positive results on standard ad-hoc
retrieval tasks, they did not give detailed analysis on how
their modifications affect the language estimation of PV and
why they are beneficial for IR.

In this paper, we conduct both a theoretic and empiri-
cal analysis on PV-DBOW to define its limitation as a lan-
guage model for IR. Specifically, we notice three problems
when incorporating the original PV-DBOW into language
modeling approaches. First, the unregulated learning objec-
tive makes PV-DBOW vulnerable to over-fitting. This ver-
sion of the model tends to retrieve more short documents as



training iterations increase. Second, the corpus-frequency
based negative sampling strategy of PV-DBOW leads to a
ICF-like weighting scheme for words in documents, which
overly suppresses frequent words. Third, PV-DBOW does
not capture word-context information, which makes it un-
able to model word substitution. By not capturing the sub-
stitution relations between words, PV-DBOW produces sub-
optimal vectors for words and documents which leads to in-
ferior language estimation. In addition to the detailed anal-
ysis of these problems, we also provide clear explanations
of how they are addressed by L2 regularization, document-
frequency based negative sampling, and a joint learning ob-
jective. Results on TREC collections indicate that the pro-
posed modifications improve both the effectiveness and ro-
bustness of PV-based retrieval models.

The rest of the paper is structured as follows. Section 2
describes the related work and Section 3 introduces the ba-
sic structure of PV-based retrieval models. Analysis of the
problems and modifications for PV-based retrieval models is
presented in Section 4. The proposed modifications are val-
idated with experiments in Section 5. Finally, we conclude
our work in Section 6.

2. RELATED WORK

In this section, we briefly review the previous studies in
two research fields related to our work, including language
smoothing with topic models for IR and neural embedding
models.

2.1 Language Smoothing with Topic Models

Language model based retrieval models have been proven
to be highly effective for ad hoc retrieval[19, 9]. These mod-
els rank documents according to the likelihood of observing
a query given the document’s language model. The sim-
ple language modeling approach estimates language models
based on the bag-of-words assumption. This method, how-
ever, fails when the query words are not observed in doc-
uments. A common solution to this problem is applying
smoothing techniques by incorporating a corpus language
model for unobserved words. Example approaches include
Jelinek-Mercer method, Absolute discounting, and Bayesian
smoothing with Dirichlet priors [25].

One issue of language smoothing with the corpus lan-
guage model is the lack of discrimination. Corpus-based
smoothing techniques assume that all documents have sim-
ilar background probability distributions for unseen words,
which makes it difficult to differentiate semantic differences
between documents. To overcome this problem, topic mod-
els were proposed to produce document specific language
estimation by projecting both documents and queries to a
same latent semantic space. For example, Deerwester et
al. [6] proposed the Latent Semantic Indexing (LSI) tech-
nique to extract latent representations for words and docu-
ments through the SVD analysis of term frequency matrix.
Hoffman [10] introduced the probability Latent Semantic In-
dexing (pLSI) that models words and documents as mixtures
of topics. Blei et al. [3] further extend pLSI by drawing topic
mixtures from a conjugate Dirichlet priori. Although these
topic models do not work well in retrieval tasks on them-
selves [2], their combination with the original language mod-
els produces positive results. For example, Liu and Croft [15]
showed that document clustering can significantly improve
the effectiveness of language modeling approaches. Further-

more, Wei and Croft [24] introduced a LDA-based retrieval
model that consistently outperforms cluster-based retrieval
model and produces state-of-the-art performance for topic
models in ad-hoc retrieval.

2.2 Neural Embedding Models

Neural embedding models have received considerable at-
tention in the natural language processing (NLP) commu-
nity[17, 16, 13, 22]. Mikelov et al. [16] proposed a skip-gram
model for learning high-quality word embeddings from large
amounts of unstructured text data. These representations
capture word similarities at a semantic level and have good
compositionality. Le et al. [13] introduced paragraph vector
models that project both words and documents into a single
semantic space and estimate word probabilities accordingly.
Experiments show that paragraph vector models outperform
LDA in many NLP tasks such as sentiment analysis and doc-
ument clustering [5, 13].

Recently, researchers in IR community have applied neu-
ral embedding models for retrieval tasks. Vuli¢ et al. [23]
and Mitra et al. [18] represented both queries and docu-
ments with a composition of word vectors and performed
ranking based on the cosine similarity between them. The
compositional model with word embedding performs poorly
by itself, but it can improve the overall performance of word-
based models through rank fusions. Ganguly et al. [7] and
Zuccon et al. [27] applied word embeddings in the translation
language model framework. They defined translation proba-
bilities based on the cosine similarity between word vectors.
More recently, Ai et al. [1] introduced a new method to in-
corporate neural embedding representations for IR models.
Instead of computing cosine similarity, they focused on the
probabilistic framework of PV models and its application in
language smoothing. They proposed three modifications to
adapt PV for retrieval tasks and reported that the enhanced
PV can significantly outperform the original PV and exist-
ing LDA-based retrieval models. In this paper, we provide a
formal analysis and further modifications of this approach.

3. PARAGRAPH VECTOR MODEL FOR
IR

In this section, we describe the details of how to apply
the original PV model for information retrieval. In this pa-
per, we focus on a specific type of PV model with distributed
bag-of-words assumption (PV-DBOW) due to its direct con-
nection with language models of documents.

3.1 PV-DBOW

The original PV-DBOW was proposed by Le et al. [13].
The concept of “paragraph” stands for texts with varied
lengths, which can be sentences, paragraphs and, in our case,
the whole documents. PV-DBOW assumes the indepen-
dence between words in a document and uses the document
to predict each observed word in it. In this way, PV-DBOW
learns both document and word embeddings by estimating a
document level language model. Specifically, each document
d is first projected into a semantic space and then trained to
predict its words w. With the bag-of-words assumption, the
generative probability of word w in document d is obtained
through a softmax function over vocabulary V,:

Plufd) = P D 1)
Pwrev, exp(w’ - d)




where P(w|d} denotes the probability of word w given doc-
ument d, @ and d denote the vector representations for w
and d. To reduce the cost of gradient computation for Equa-
tion (1} given a large vocabulary, Mikolov et al. [17] proposed
a negative sampling strategy. Negative sampling randomly
samples several words according to a predefined noise dis-
tribution and uses these words to approximate the denom-
inator of Equation (1}. With negative sampling, the global
objective of PV-DBOW that sums over all possible word-
document pairs is:
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where #{w,d} is the frequency of observed word-document
pairs, V; represents the corpus of documents, k& is the
number of negative samples, o(z} is the sigmoid function
oz} = 141;—2 and E,, ,~p, [logo{—u - c?)] is the expected
value of log o —wy - E) given the noise distribution Fy .

The embedding process of PV-DBOW captures high level
semanfic information and conveys two major advantages
over traditional topic models such as LDA. First, PV-
DBOW does not have a fixed number of topics. Documents
and words are automatically clustered through the training
process without any prior assumptions. Second, PV-DBOW
can be efficiently trained through SGD}, which 1s more scal-
able to a large corpus than traditional probabilistic topic
models. According to our experience, training PV-DBOW
on a million documents is ten times faster than training LDMA
with Gibbs sampling on the same collection.

3.2 PV-based Retrieval Model
For each document, PV-DBOW builds a language model

that directly estimates the probability of word given a cer-
tain document (F(w|d}}. Therefore, a natural way to use
PV-DBOW in the IR scenario is to combine its language es-
timation with traditional language modeling approaches. In-
spired by the idea of the LDA-based retrieval model [24], we
use PV-DBOW for language model smoothing in the query
likelihood model (QL}. Suppose that the word probabil-
ity estimated with QL (with Dirichlet smoothing} and PV-
DBOW are Pgr(w|d} and Pey (w|d), the final word proba-
bility P(w|d} is obtained through Jelinek-Mercer smoothing:

Plw|d) = (1 — A} P (w|d) + APpv (w|d) (3}

where A is the parameter that controls smoothing strength.
In our experiments, we tried other smoothing methods such
as Dirichlet smoothing, but we observed no significant dif-
ference between them in retrieval performance.

3.3 Stability of the Model

Our initial experiment show that the PV-based retrieval
model indeed outperforms QL model, but its improvement
is unstable throughout the training process. On Robust0d4,
we trained PV-DBOW with 300 dimensions and evaluated
QL and the PV-based retrieval model with a 5-fold cross
validation on title queries (detailed settings are described
in Section 5.2 and 5.3}. The best mean average precision
(MAP} of the PV-based retrieval model with the original
PV-DBOW is 0.259, while that for QL model is 0.253. The
difference between the PV-based retrieval model and QL is
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Figure 1: The MAP of QL and the PV-based re-
trieval model with the original PV-DBOW on Ro-
bust04 with title queries in respect of different train-

ing iteration. The point with an open circle is the
result from Ai et al. [1].

significant (p < 0.05), which demonstrates the effectiveness
of language smoothing with PV-DBOW. However, we no-
ticed that the performance of PV-based retrieval model is
highly sensitive to the training iterations of PV-DBOW. As
shown in Figure 1, the MAP of the PV-based retrieval model
increases in the beginning, but starts to decrease after 20 it-
erations. The final performance in the 80 iterations is only
slightly better than QL. In the worst cases, the performance
improvement from PV-DBOW is inconsistent and marginal,
which motivates us to further analyze the limitations of PV-
DBOW in language estimation.

4. PROBLEMS AND MODIFICATIONS

In this section, we conduct an analysis of the reasons for
the unstable performance and marginal improvements of the
original PV-based retrieval model. Based on this analysis,
we talk about the corresponding modifications and show how
these modifications affect the language estimation of the PV
model.

4.1 Over-fitting on Short Documents

As shown in Sectlon 3.3, one interesting phenomenon is
that the performance of the PV-based retrieval model does
not converge along with the training iterations. To analyze
the possible reasons, we conducted experiments over the top
retrieved results of the PV models. Figure 2 shows the distri-
bution of documents with respect to document length in the
top 50 documents retrieved by the PV-based retrieval model
on Robust04 with title queries. We equally split the domain
of document length {0 to 2500} into 50 bins and ignore docu-
ments longer than 2500 words (which accounts for less than
4% of the top 50 documents}. To avoid confusion, all the
models depicted in Figure 2 only use the probability pro-
duced by PV-DBOW in language estimation (namely A =1
in Equation (3}}. As shown in Figure 2, the distribution of
documents with respect to document length gradually moves
to the left as training iterations increase for PV-DBOW. The
median document length for PV-DBOW is 750-800 under 5
iterations, 600-650 under 20 iterations, and 550-600 under
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Figure 2: The distribution of documents in respect
of document length for top 50 documents retrieved
by PV-based retrieval model on Robust04 (title
queries}. Documents with more than 2500 words
are ignored.

80 iterations. The results indicate that the training process
of PV-DBOW introduces increasingly stronger bias toward
short documents in the final retrieval model.

To understand the fundamental reason for this length bias,
let us look back at the learning process of the PV-DBOW
model. As shown in Equation (1}, the prediction task of
PV-DBOW requires the model to assign higher probability
to words that occur in a document than others. In other
words, the model will try to align the document vector to
the word vectors that appear in the document. This align-
ment 15 much easier for short documents since on average
the word vectors in short documents would be more con-
centrafed than that in long documents. In practice, concen-
trated word vectors lead to concentrated gradient directions
for document vectors. The partial derivative of the global
objective with respect to a certain document 4 is computed
as follows:

o T —
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Despite the part with wy (which is randomly sampled ac-
cording to a global noise distribution}, we can see that the
gradient of d 15 a welghted sum of its word vectors. Because
short documents have less words, their gradients could easily
converge to a direction that is not far from all the word vec-
tors. This would result in more rapid increase of norms for
short document vectors. Therefore, given an observed word,
the probability produced by short documents will become
higher and higher, leading to a potential over-fitting.

To verify this, we further plot the variation of the learned
document vectors with respect to the document length un-
der different learning iterations. Figure 3 shows the dis-
tribution of vector norms for 10,000 documents randomly
sampled from Robust04. For documents with more than
1,000 words, vector norms in PV-DBOW with 5, 20 and 80
iterations show no significant difference. However, for doc-
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Figure 3: The distribution of vector norms in re-
spect of document length for 10,000 documents ran-
domly sampled from Robust04.

uments with less than 1,000 words, the norms of document
vectors increases rapidly as iteration number increases.

This analysis shows that the original PV-DBOW suffers
from the over-fitting problem along with the training pro-
cess, and this over-fitting problem is more severe for short
documents. A direct method to solve the over fitting prob-
lems is to regularize the learning objective of PV-DBOW.
Because the over-fitting problem is mainly caused by the un-
restricted document vectors, we add an L2 regularizer over
the document vectors. More formally, the local objective
function for each (w,d) pair with regularization is now as
follows:

me=ﬂm®—ﬁww (5)

where £{w, d} represents the local objective function for PV-

DBOW, ||cﬂ| denotes the norm of vector d and ~ denotes
a hyper-parameter that control the strength of regulariza-
tion. Because each iteration of PV-DBOW goes through
each word once, a length factor ﬁ where |d| denotes the
number of words in document d (namely the length of d} is
used to guarantee the same regularization term for all the
documents in the training corpus.

The effect of LZ regularization on the language model of
PV-DBOW is twofold. First, with L2 regularization, the
vector norms for both short documents and long documents
are roughly the same along with training iterations. Severe
over-fitting on short documents no longer exists in long term
training. Second, the restriction on vector norms makes the
probability distribution in Equation (1} smoother, which po-
tentially benefits the language smoothing of PV-based re-
trieval models.

4.2 Improper Noise Distribution

To analyze the reason for the limited performance im-
provement of the PV-based retrieval model, we first look at
the learning objective of PV-DBOW. Inspired by the anal-
ysis of the skip-gram model in Levy et al. [14], we derive
the local objective for a specific word-document pair from



Equation (2} as:

£lw, dy=+#({w, d}log U(LU-@—i—k#(d}Pv(w) log o(—w-d} (6)

where #(d} represents the length of d. Define z = -d, then
the objective’s partial derivative on = would be:

% = #(w, d) - o(—z) — k- #£(d) - Pr(w) o(z) (7)

Let the partial derivative equal to zero, then the only valid
solution for Equation (7} is

o3 #lw,d) 1 B

w-d=log( ) Pv(w)) log & (8)
We can see that the original PV-DBOW model conducts im-
plicit factorization over the term-document co-occurrence
matrix. The noise distribution of negative sampling actu-
ally decides how we welght the terms in a document. The
original negative sampling [17] adopts empirical word dis-

tribution in the whole corpus as the noise distribution P,
which is defined as:

Pylwy} = #T%fv (9)

where #{wy} s the corpus frequency of wy and |C| is the

#d) 1o e normalized

size of the corpus. In Equation (8},

#(d)
TF of w in d, and Pvl[w] (namely %) is the ICF value of w.
Therefore, the original PV-DBOW with negative sampling
is optimizing for a variation of TF-ICEF weighting scheme.

However, TE-ICF is not a popular weighting scheme in
IR. One direct reason is that ICF-based term welghting
computes the discriminative ability of words only accord-
ing to their frequency in the corpus and does not consider
any form of document structure information. Empirically, a
word with high corpus frequency could still be discrimina-
tive if it only appears in a small group of documents. This
partially explains why PV-DBOW performs well on NLP
tasks but not on IR tasks.

Based on these above ideas, one approach to address the
problem of PV-DBOW iz applying a document-frequency
(DF} based negative sampling strategy. More formally, we
replace Py in the original negative sampling with a new
noise distribution Py as follows:

#D(wy }
¥

PD(IUN) = (10)

where #D(wpy} denotes the document frequency of wy and
|| = Zw’evw #D(w'}. After substituting Py with Pp in
Equation (B}, we get the new optimal solution as

- T_ #(w! d) . |N| _

w-d=log( ) #D(w)) log (k) (11}
Because #B\EL] is a variant of the inverse document fre-
quency (IDF} of w, PV-DBOW with DF-based negative
sampling 15 factorizing a shifted matrix of TF-IDF, which
is usually considered to be a better scheme for term weight-
ing than TF-ICF [20].

‘We further plot both the corpus-frequency and document-
frequency based distributions in Figure 4 (P, and Pg re-
spectively}. Similar to Church and Gale [4], we observe con-
siderable difference between these sampling distributions,
especially on frequent words. As we can see from Fig-
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Figure 4: The distribution of the original negative
sampling (P} and the document-frequency based
negative sampling (Fp}. The horizontal axis repre-
sents log value of word frequency (base 10}.

ure 4, Py grows in an exponential way and assigns much
higher sample probability to frequent words compared to
FPp, which may over-penalize frequent words in the learn-
ing of language model. For example, in Robust04 query 339
(“alzhelmers drug treatment”}, the probability estimated by
PV-DBOW with corpus-frequency based negative sampling
for “alzheimers” (0.042) is higher than “drug” (0.002} in doc-
ument FT933-3956, even when “drug” appears two tlmes
more than “alzheimers”. This suppression makes “drug” less
important for the final ranking and consequentially hurts
the performance of this query. With document-frequency
based negative sampling, the term welghting is moderated
and produces more reasonable language estimation (0.056
for “alzheimers” and 0.069 for “drugs” in FT933-3956).

In practice, negative sampling with a very skew distribu-
tion is suboptimal for the approximation of softmax function
in the learning objective of PV-DBOW. This is the reason
why Mikolov et al. [17] applied a unigram distribution raised
to the power of 0.75. Similarly, we adopt a power version
of document frequency that uses #D(w}" (0 < n < 1} to
replace #D({w} in Equation (10}.

4.3 Insufficient Modeling for Word Substitu-
tion

From the analysis in the prior section, we find that the
optimal solution of PV-DBOW’s objective function (Equa-
tion (6}} is actually an implicit factorization over the term-
document matrix. As shown in [2Z], models that lever-
age distributed information over the term-document ma-
trix mainly capture words’ syntagmatic relations but ignore
paradigmatic relations. Syntagmafic relations relate words
that co-occur in the same text region. For example, “NBA"
is related to “basketball” because they often co-occur in same
documents. Paradigmatic relations, namely substitution re-
lations, relate words that often share similar context but
may not co-occur in documents. For example, “subway”
and “underground” are synonyms and often occur in slm-
ilar confexts, but American people usually use “subway”
while British people tend to use “underground”. The original
PV-DBOW aligns word vectors to document vectors so that
words with high co-occurrence tend to have similar represen-



Table 1: The cosine similarities between clothing, garment and four relevant documents in Robust04 query
361 (“clothing sweatshops”)}. EPV-DR represents the PV-based retrieval model with document-frequency
based negative sampling and L2 regularization. EPV-DRJ is EPV-DR with a joint objective.

EPV-DR EPV-DRJ
clothing | garment || clothing | garment
clothing 1.000 0.632 1.000 0.638
LA112689-0194 (T F_iothing = 2,7 Fgarmens = 26} || 0.044 0.134 0.107 0.169
LA112889-0108 (T F.iothing = 0,T Fgarmen: = 10} || -0.003 0.100 0.126 0.155
LAD21090-0137 (T F.iothing = 7,7 Fgarmens = 9} 0.052 0.092 0.147 0.119
LAD22890-0105 (T F.iothing = 6,T Fgarmens = B} 0.066 0.079 0.107 0.107
iz Gt Gits a2 Table 2: Statistics of experimental data sets.
| the ‘ | cat | | on | | the Collection [| #Docs #Words | Size TREC Topics
Robust-04 || 528K 253M 1.9G | 351-450, 601-700
Gov2 25,205 | 24,0070 | 426G | 701-850
Projection
as
wit - -
£ =log(o(w - d}} + k » Buyerp log o{—uiy - d)]
Projection i+ L
+ log(o(di - G)) + e+ Beynrp llog o(—a0i - )] (12)
dy J=i-4
JFEd

Figure 5: The structure of two-layer PV-DBOW.,
The document is trained to predict the observed
word and then the observed word is trained to pre-
dict its context.

tations. However, it cannot model the semantic similarity
between words that occur with similar context but not in
the same document.

Word paradigmatic information, or word substitution re-
lation is important for IR because it directly alleviates the
problem of term mismatch. Term mismatch is common in IR
tasks because a query term mismatches 40% to 50% of rele-
vant documents on average [26]. A language model that can-
not capture word substitution relation would be vulnerable
to the mismatch problem and have limited smoothing ability.
Here we take Robust04 query 361 (“clothing sweatshops”} as
an example. In this query, “garment” is frequent in relevant
documents while “clothing” is not. Table 1 lists the cosine
similarities between “clothing”, “garment” and four relevant
documents in the enhanced PV-based retrieval model with
document-frequency based negative sampling and L2 regu-
larization (EPV-DR}. Intuitively, “clothing” should receive a
similar probability to “garment” because they are synonyms.
However, EPV-DR assigns much lower cosine similarities for
“clothing” than “garment”, which consequentially decreases
the probability of “clothing” in these relevant documents and
lowers their final ranks.

To model word substitution relations, we apply a joint
learning objective for PV-DBOW as suggested in [5, 22].
As shown in Figure 5, the first layer of the model uses the
document vector to predict the observed word. Then, the
second layer of the model uses the observed word to predict
its context. More formally, the local objective of the PV-
DBOW with the joint objective function can be expressed

where ¢; is the context vector for word wy, v denotes the
sampled context and L represents the confext window slze.

From a learning perspective, adding the prediction ob-
jective between words and context actually regularizes the
learning objective of PV-DBOW. This regularization usually
results in better representations for words and documents
according to previous studies [5, 22]. In Table 1, after incor-
porating EPV-DR with the joint objective (EPV-DRJ}, the
cos similarities between “clothing” and those four relevant
documents increase considerably. Even LA112889-0108 (the
document in which “clothing” never appears) now has similar
cosine similarities for “clothing” and “garment”. Therefore,
the language estimation of EPV-DRJ based retrieval model
gives higher probabilities for “clothing” in those documents
and increases the final retrieval performance.

5. EXPERIMENTS

In this section, we conduct empirical experiments to verify
the effectiveness of different modifications on PV-DBOW for
IR.

5.1 Data Set and Baselines
Two TREC collections (Robust04 and GOV2) have been

used to evaluate the retrieval performance of PV-based re-
trieval models and proposed modifications. The statistics
of Robust04 and GOV2 are provided in Table 2. We use
the Galago search engine' to index the corpus and stemmed
terms with the Krovetz stemmer [12]. Stop words in queries
are removed in advance as suggested in [11]. To better un-
derstand the effectiveness of paragraph vector models in in-
formation retrieval, we include results from two baselines,
i.e. the query likelihood model [19] and the LDA-based re-
trieval model [24].

Query likelihood (QL} [19] is a basic language modeling

"http://www.lemurproject.org/ galago.php



approach for information retrieval. It constructs document
models with bag-of-words representation and ranks docu-
ments according to the log likelihood of query words given
the document models. Standard query likelihood model with
Dirichlet smoothing [25] can be formulated as Equation (13):

tfw,D + :u/P(w‘C)

P D) = tfwolog—"—————+ 1
where tfy,, g is the number of times that w occurs in the
query, tfw,p is the number of times that w occurs in the
document, |D] is the length of the document, u is a param-
eter for Dirichlet smoothing and P(w|C) is a background
language model that is computed as the number of w in the
whole corpus divided by the corpus size. To simplify the
parameter tuning for both baselines and PV-based retrieval
models, we do not tune p in our experiments and use the av-
erage value of the 5-fold validation on Robust04 and GOV2
from Huston and Croft [11]. Specifically, for Robust04 col-
lection, we set u = 934 for title queries and pu = 2166 for
description queries. For GOV2 collection, we set pu = 1481
for title queries and p = 2107 for description queries.

LDA-based retrieval model (LDA-LM) [3]: LDA is
a popular topic model based on a formal generative model
of documents. It draws the document-topic distribution ¢
and topic-word distribution ¢ from two conjugate Dirichlet
priors and models the posterior estimation of word w in
document d as:

K
Praa(w|d) = Z (w|z, ¢) P(2|d, 0) (14)

where K is the number of topics in LDA model. Proposed
by Wei and Croft [24], LDA-based retrieval models combines
the original document model from QL with LDA model as:

P(wld) = (1—MN)Por(w|d) + APrao(w]d)  (15)

where Pgr(w|d) is the maximum likelihood estimation of
word w in document d with the query likelihood model and
Pigq(w|d) is the posterior estimation of w given d in the LDA
model. In experiments, we use Gibbs sampling to estimate
the parameters of LDA and empirically set topic number
as K = 800. Following previous study [8], the symmetric
Dirichlet priors in LDA are set as a = 5—13 and 8 = 0.01.

5.2 Evaluation Framework

We employ four standard retrieval metrics for evaluation:
mean average precision (MAP), normlized discounted cumu-
lative gain at 20 (nDCG@20) and precision at 20 (P@20).
We list Ai et al. [1]’s results on Robust04 and our own exper-
iments on GOV2 to show the overall retrieval performance
of PV-based retrieval model.

Due to the limited number of annotated queries in our ex-
periment collections, we conduct 5-fold cross-validation. We
follow the same settings as Huston and Croft[11] and split
the query topics for each collections randomly into 5 folds.
We tune A (the combination weight for the LDA-based re-
trieval model and PV-based retrieval models) with 4 of the
5 folds and test on the remaining 1 fold. The reported num-
bers are the average value over all test folds. As suggested by
Smucker et al.[21], statistical significance is computed with
Fisher randomization test with threshold 0.05.

For efficient computation, we adopt a re-ranking strat-
egy. The initial retrieval is performed with query likeli-

Table 3: Results from Ai et al. [1] on Robust04 col-
lection measured by MAP. %, + means significant
difference over QL, LDA-LM respectively at 0.05
significance level measured by Fisher randomization
test.

Robust04 collection

Method Titles | Descriptions
QL 0.253 0.246
LDA-LM 0.259* 0.251*
PV-LM 0.259* 0.247
EPV-R-LM 0.259" 0.247
EPV-DR-LM 0.262 0.252*
EPV-DRJ-LM || 0.267*F | 0.253"

hood model to obtain 2,000 candidate documents. Then
re-ranking is performed with different models. The final
evaluation is carried out on the top 1,000 results.

We trained LDA and paragraph vector models with doc-
uments in Robust04 and GOV2 separately. However, han-
dling large scale dataset like GOV2 is computational expen-
sive for LDA. For fair comparison, we randomly sampled
500k documents (including the candidates retrieved by QL)
from GOV2 and trained LDA and paragraph vector models
on the sampled subset.

5.3 Settings for Paragraph Vector Models
We tested four types of PV-based retrieval models:

e PV-LM: the PV-based retrieval model with PV-
DBOW proposed by Le et al. [13].

e EPV-R-LM: the PV-LM model with L2 regularization.

e EPV-DR-LM: the EPV-R-LM model with document-
frequency based negative sampling.

e EPV-DRJ-LM: the EPV-DR-LM model with a joint
learning objective.

The tuning of all hyper-parameters in PV-DBOW requires
considerable effort and is not the core of this paper, so we
set most parameters same with the default settings from
skip-gram word embedding model proposed in [17]2 except
for iteration number. The iteration number is tuned offline
with PV-LM from 10 to 80 (10 per step) on Robust04 titles.
We observed the best performance under 20 iterations and
fix this number for all PV-based retrieval models.

Modification-specific hyper-parameters are tuned sepa-
rately for EPV-R-LM, EPV-DR-LM and EPV-DRJ-LM. For
models with document-frequency based negative sampling,
we tuned 7 from 0.0 to 1.0 (0.1 per step). The best perfor-
mance for EPV-DR-LM and EPV-DRJ is 0.4 and 0.1. For
models with L2 regularization, we tested v from 0.1, 1, 10
and 100. The best performance is consistently obtained with
10 in EPV-R-LM, EPV-DR-LM and EPV-DRJ-LM.

5.4 Results and Discussion

Ai et al. [1] showed that the proposed modifications for
PV-DBOW improve the performance of PV-based retrieval
model on Robust04. However, they only reported the best
retrieval scores of each model and did not illustrate how

Zhttps://code.google.com/p/word2vec/



Table 4: Comparison of different models over GOV2 collection. *, 4+ means significant difference over QL,
LDA-LM respectively at 0.05 significance level measured by Fisher randomization test. The best performance

iz highlighted in boldface.

GOV2 collection
Titles Descriptions
Method MAP nDCG@20 | P@20 MAP nDCG@20 | P@20
QL 0.2957 | 0.409 0.5107 0.2497 0.371 0.470
LDA-LM 0.290 0.406 0.505 0.245 0.376 0.468
PV-LM 0.294 0.409 0.5107 0.246 0.364 0.463
EPV-R-LM 0.2057 | 0.410 0.5117 0.250T 0.368 0.467
EPV-DR-LM || 0.2967 | 0.412 0.512 0.2507 0.371 0.470
EPV-DRJ-LM || 0.297T | 0.415°T 0.519°" [[ 0.252"T | 0.371 0.472

those models behave in different parameter settings. We ex-
tend their work with analysis on PV-bazsed retrieval models
with different training iterations and vector dimensions. Our
experiments show that the proposed modifications improve
both the effectiveness and robustness of PV-based retrieval
models.

54.1 Overall Performance

We refer the results on Robust04 from Al et al. 1] in
Table 3 and further extend the evaluation of baselines and
PV-based retrieval models on GOVZ in Table 4. As observed
by previous studies [24, 15, 1], topic level estimation is ben-
eficial for language modeling approach. Both LDA-LM and
PV-LM outperform QL on Robust04 titles and descriptions.
The relative improvements in respect of MAP for LDA-TIM
are 2.4% on titles and 2.0% on descriptions; for PV-LM
are 2.4% on titles and 0.4% on descriptions. The perfor-
mance of LDA-LM and PV-LM show no significant differ-
ence. After adding L2 regularization, document-frequency
based negative sampling and a joint objective, the perfor-
mance of PV-LM increases and finally outperforms all base-
lines in both Robust04d and GOV2. On Robust04, the rel-
ative improvements of MAP for EPV-R-LM, EPV-DR-LM
and EPV-DRJ-LM over PV-LM are 0.0%, 1.2% and 3.1% on
titles, 0.0%, 2.0% and 2.4% on descriptions; on GOVZ, the
relative lmprovements of MAP for EPV-R-LM, EPV-DR-
LM and EPV-DRJ-LM over PV-LM are 0.3%, 0.7% and
1.0% om titles, 1.6%, 1.6% and 2.4% on descriptions.

We notice that topic level smoothing tends to be more
effective on short queries than long queries. Both LDA-TIM
and PV-based retrieval models achieve better improvement
over QL in title queries than in description queries. For ex-
ample, the best PV-based retrieval model, EPV-DRJ-LM,
outperforms QL with 5.5% on Robust04 titles but 2.5% on
Robust04 descriptions in respect of MAP. An explanation
for this phenomenon is that vocabulary mismatch is more
severe in short queries. With less words in short queries,
the missing of one word could hurt the maximum likelihood
estimation of QL. In contrast, long queries like descriptions
usually have sufficlent terms to express their query intents
and are more robust to mismatch problems. The introduc-
tion of semantic matching to long queries could bring less
benefits but more noise. We will give more examples in Sec-
tion 5.4.4.

In our experiments, GOV2 receives less benefits from se-
mantic smoothing (comparing to Robust04}. The incorpo-
ration of LDA even damages the performance of language
modeling approach in most metrics. One potential reason
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Figure 6: MAP variation of PV-based retrieval mod-
els with respect to iteration number. The horizon-
tal axis represents the number of training iterations,
and the vertical axis represents MAP on Robust04
title queries.

is that GOV?Z consists of web pages, which have a complex
and noisy topic distribution comparing to news articles in
Robust04. Because our experiments restrict the number of
topic in LDA to 800 {due to efficiency}, the topics learned by
LDA may be too vague and coarse for language estimation.
In comparison, although the dimension of the vectors is 300,
the number of topics in paragraph vector models is not lim-
ited. Because documents are automatically clustered with-
out prior assumptions about topic distribution, PV-DBOW
could capture finer semantic relations in a noisy environ-
ment. In our experiments, the EPV-DRJ-LM outperforms
both QL and LDA-TM in most metrics.

54.2 [Iteration Number

Owur analysis shows that the number of training iterations
in PV-DBOW have a considerable effect on the language es-
timation of PV-based retrieval models. To study the effect
of training iterations, we depict the MAP value of PV-based
retrieval models under different iteration numbers on Ro-
bust04 titles in Figure 6.

As shown in Figure 6, the over-fitting problem of PV-LM
without L2 regularization is evident as iteration number in-
creases. The best performance of PV-LM (0.259)} is observed
af 20 iterations, but it drops to 0.255 at 90 iterations. In con-



trast, the results of PV-based retrieval models with L2 reg-
ularization (EPV-R-LM, EPV-DR-LM and EPV-DRJ-LM}
are steady across different iteration numbers. The MAP
of EPV-R-LM slightly wave around 0.259 and consistently
outperforms PV-LM after 30 iterations.

Although the L2 regularization can effectively solve the
over fitting problem of PV-based retrieval models, it does
not significantly improve retrieval performance. By incor-
porating document-frequency based negative sampling strat-
egy and the join objective, we observed lmprovement in the
MAP scores on RobustD4. These results indicate that those
modifications together can significantly improve the robust-
ness and effectiveness of PV-based retrieval models.

5.4.3  Vector Dimensionality

Previous studies find that higher dimensional vector repre-
sentation can improve the performance of neural embedding
models in NLP tasks [16]. To understand the effect of vec-
tor dimensionality, we test PV-based retrieval models with
different vector sizes on Robust04 titles and show the results
in Figure 7.

In Figure 7, the vector size in PV-DBOW shows a mi-
nor correlation with the performance of PV-based retrieval
models. Although the MAP wvalue of EPV-DRJ-LM in-
creases slowly from 0.263 to 0.268 when vector dimensional-
ity changes from 50 to 500, the performance of PV-LM fluc-
tuates between 0.256 and 0.259. The improvement caused
by increasing vector dimensionality is not consistent in dif-
ferent PV-based retrieval models. Zuccon et al. [27] find
that vector dimensionality in word embedding has a minor
effect on model performance in ad-hoc retrieval. Similarly,
we notice that the setting of dimensionality for PV-based re-
trieval models is not as important as it is for LDA-LM [24]
in language estimation. A potential explanation is that the
dimensionality of document vectors is not explicitly linked
with the topic number in paragraph vector models. Ewven
with low-dimensional vectors, paragraph vector models can
still model a complex topic structure. In our experiments,
the EPV-DRJ-LM with 50 dimensions still outperforms the
LDA-LM with 800 topics on Robust0d (MAP 0.263 v.s.
0.259}.

54.4 Case Studies

To further illustrate how paragraph vector models work
for information retrieval, we conduct case studies to show the
advantages and disadvantages of PV-based retrieval models.

The advantages of PV-based retrieval models mostly come
from its semantic matching process. We use Robust04 title
query 317 ("unsolicited faxes"} as an example. In Robust04,
only three documents have "unsolicited” and "faxes” simulta-
neously and two of them contain each word exactly once. QL
failed in this case (MAP 0.186} because it cannot reasonably
differentiate the relevance of documents that do not have
"unsolicited” or "faxes”. By projecting documents into se-
mantic concepts, paragraph vector models and LDYA provide
finer information for the query words and the mismatched
documents. As a result, the MAP for EPV-DRJ-LIM and
LDA-LM in query 317 outperform QL by 75.3% (0.186 to
0.326} and 19.4% (0.186 to 0.222). The results show that
both the PV-based and LDA-based retrieval models can im-
prove retrieval performance by Involving semantic match-
ing information in language modeling approaches, while PV
models can provide even better estimation than LDA model.
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Figure 7: MAP variation of PV-based retrieval mod-
els with respect to vector dimensions. The horizon-
tal axis represents vector dimensions, and the verti-
cal axis represents MAP on Robust04 title queries.

However, the semantic matching in PV-based retrieval
models may sometlmes not work well on long queries.
One representative example in our experiments is Robust04
query 614: flavr savr tomato (the title}, find information
aboul the first genelically modified food product to go on the
market flavr savr also flavor saver fomato developed by cal-
gene (the description with stopwords removed}. With the
query title, EPV-DRJ-LM performs better than QL (MAP
0.522 v.s. 0.174} because most of the documents in Ro-
bustD4 do not contain the exact matching of these query
words (only four documents contain "flavr” or "savr”}. How-
ever, the situation changes when replacing the query title
with the query description. One reason is that the query
description expands the query title with high quality words
that can significantly boost the performance of exact match-
ing model (such as “genetical”, “food” and “calgene”}. In our
experiments, the MAP value of QL is increased by 336.8%
(0.174 to 0.76}, but the gain for EFV-DRJ-LM is only 44.1%
(from 0.522 to 0.752 in MAPY). Generally, long queries de-
scribe query intents with sufficient information. In this case,
semanfic matching may bring less benefits but more noise
to retrieval models.

6. CONCLUSION
In this paper, we study PV-DBOW with both theoretic

and empirical analysis to understand its limitation as a lan-
zuage model for IR. We discuss three problems that restrict
the effectiveness of PV-DBOW in IR scenario: over-fitting
on short documents, improper negative sampling strategy
and lack of word substitution modeling. To address these
problems, three modifications for the original PV-DBOW
have been proposed. We analyze how these modifications
affect the language estimation in PV-DBOW and how they
improve the performance of PV-based retrieval models. Ex-
periments and case studies on standard TREC collections
are presented to better illustrate and backup our analysis.
Although the discussions of this paper mainly focuses on
PV-DBOW for IR, some results are also instructive for fu-
ture work on other neural embedding models. First, the
noise distribution of negative sampling can significantly af-



fect the performance of PV-based retrieval models. With
formal inductions, we show that different noise distributions
lead PV-DBOW to optimize a different weighting scheme.
In this way, one may easily adapt neural embedding mod-
els to incorporate different information for different tasks.
Second, the norms of embedding vectors contain important
information for IR. Previous work mainly focuses on the co-
sine similarities between embedding vectors, but our analysis
show that the norms of embedding vectors also influence the
language estimation of PV models. Vector norms in neural
embedding models are related to both word frequency and
document structures, which could be potentially useful for
future studies.
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