
An Evaluation of Information Retrieval Accuracywith Simulated OCR OutputW.B. Crofty, S.M. Hardingy,K. Taghvaz, and J. BorsackzyComputer Science DepartmentUniversity of Massachusetts, AmherstzInformation Science Research InstituteUniversity of Nevada, Las VegasAbstractOptical Character Recognition (OCR) is acritical part of many text-based applica-tions. Although some commercial systemsuse the output from OCR devices to indexdocuments without editing, there is very lit-tle quantitative data on the impact of OCRerrors on the accuracy of a text retrievalsystem. Because of the di�culty of con-structing test collections to obtain this data,we have carried out evaluations using simu-lated OCR output on a variety of databases.The results show that high quality OCR de-vices have little e�ect on the accuracy ofretrieval, but low quality devices used withdatabases of short documents can result insigni�cant degradation.1 IntroductionText-based information systems have be-come increasingly important in business,government, and academia. In many ap-plications, the source of the text is not doc-uments from word processors, but insteaddocuments in their original paper form. Al-though imaging systems provide a simplemeans of storing these documents and re-

trieving them through manually assignedkeywords, full-text access will in general bemuch more e�ective. In order to get frompaper documents to full-text retrieval, OCRwill be a crucial part of the process.For printed documents, OCR tech-niques can recognize words with a high levelof accuracy. The number of errors, however,is such that a substantial amount of humanediting is required to make the text out-put suitable for archival and display. Thecost of this editing is a major factor in mostcurrent OCR applications. For applicationsthat focus on automatic indexing and re-trieval, it is possible that the raw wordaccuracy of the OCR output may be suf-�cient, and that expensive editing can beavoided. Some text retrieval systems havetaken this approach, combining OCR for in-dexing and imaging for display.From an information retrieval point ofview, the main issue is the impact of OCRindexing errors on the accuracy or e�ec-tiveness of the system. The accuracy ofan IR system is typically measured usingprecision and recall1 with a test collection1Precision is the percentage of retrieved docu-ments that are relevant, and recall is the percent-age of relevant documents that are retrieved, for a



consisting of a document database, queries,and relevance judgements for those queries[6]. Despite the fact that there are commer-cial retrieval systems that use OCR input,the lack of availability of test collectionsmeans that there is very little publisheddata about the e�ect on retrieval accuracy.In a recent study, Taghva, Borsack, Conditand Erva [8] did a comparison of the out-put of a retrieval system using a documentdatabase created using scanning and OCR,and the same database with errors removedby editing. The comparison was done bycomparing the overlap of the retrieved doc-uments for a set of test queries. The re-sults showed that the output was very sim-ilar, but the study was limited by the smallsize of the database, the lack of relevancejudgements, and the use of a Boolean logicretrieval system.What is really needed is data showingthe e�ect on recall and precision of OCR in-dexing with a range of databases, and witha retrieval system that produces rankedoutput. Ranking systems have clear advan-tages relative to Boolean logic systems interms of average e�ectiveness, and can usesimple query formulations without Booleanoperators. The fact that they are based onpartial matchingmay in fact make them lesssusceptible to OCR errors.The problem with obtaining this datais that it is extremely expensive to buildtest collections, and even more expensiveto build them for OCR experiments. Inthis paper, we describe our �rst approachto obtaining accuracy data using simulatedOCR output for a range of databases. Thesimulation is done using data about worderror rates for a variety of devices testedat the UNLV Information Science ResearchInstitute (ISRI) [5]. Although the simula-tion is not completely accurate, it is the�rst study about OCR and retrieval e�ec-tiveness where the results have some basisparticular query.

on actual OCR data.In the next section, we describe howthe simulation was done. The third sectiongives details on the test collections used,their characteristics, and the experimentsthat were performed. The results of theexperiments are summarized in the fourthsection, and the �nal section suggests futuredirections for this work.2 The OCR SimulationThe data that was used for the simulationwas a study of character and word errorrates for a range of OCR devices and soft-ware [5]. The study was done using a sam-ple of 460 document pages from a Depart-ment of Energy test database. The worderror rates that were reported in this studyare not uniformly distributed throughoutthe document. In fact, error rates are sum-marized by device, by page type, by wordtype, and by word length.The word types distinguished were stop-words and non-stopwords, where stopwordsare simple function words such as \and",\the", \of". Pages were divided into groupsbased on the number of OCR errors onthem. Some pages, presumably those withhigh-quality initial images, had virtuallyno errors on them, whereas others, whicheither had poor quality originals or poorquality scans, had large numbers of errors.Statistics were reported for the percentageof pages in each group, and for word er-ror rates by word length within each pagegroup. Table 1 shows some of this data.To produce the simulated OCR test col-lections, we assumed that the statistics re-ported in this study would apply to allthe document types in the collections weused. We also assumed that word lengthand type (stopword or non-stopword) werethe only factors in determining the chanceof an OCR error in a particular page group.A re�nement would be to give higher prob-An Evaluation of Information Retrieval Accuracy with Simulated OCR Output



Table 1: Page quality groups de�ned for simulating OCR error rates on textretrieval performance. Average accuracy by page group for the two OCR sys-tems used as the basis for the simulations are in �nal two columns (OCR1and OCR2). The standard page size used for the simulation runs was 1778characters/page.Page Quality Number of Number of Accuracy AccuracyGroup Pages Characters OCR1 (%) OCR2 (%)1 80 165,110 98.8 99.92 77 163,019 96.7 99.03 85 162,367 93.1 98.34 96 163,176 85.5 96.75 122 164,274 62.1 88.3Total 460 817,946abilities of error to those words which con-tain character strings that are commonlyconfused by OCR devices. Some data aboutthese common confusions is available, butwe decided to ignore this factor in our ini-tial experiments.Two other important assumptions weremade. The �rst is that all OCR errors re-sult in a corrupted word that is discardedand not indexed. In actual OCR data, validwords are sometimes transformed by errorsinto other valid words, although it is un-likely with longer words and di�cult to sim-ulate accurately. More importantly, OCRerrors would typically result in words thatare similar to spelling errors that would beindexed. Because the retrieval process isdriven by matches with un-corrupted querywords, there not much di�erence betweendiscarding a word and generating a mis-spelling. There are, however, some e�ects.The indexes generated in a real OCR en-vironment will contain a large number ofthese \misspelled" words. When data ispresented on index sizes in this study, thosewords are ignored. In addition, there issome chance that a commonly misrecog-nized word will a�ect the term frequencies

that are used to normalize probability es-timates in the retrieval system. This ismore likely to happen with incorrect zon-ing, which leads us to the next assumption.In this study, we ignore errors caused byincorrect zoning, that is, attempting to doOCR on �gures, maps, etc. A recent studyhas shown that the type of OCR errors gen-erated by incorrect zoning can have an im-pact on retrieval performance [7]. In otherwords, the zoning accuracy of an OCR sys-tem is an important factor in determiningretrieval performance independent of theword accuracy of the system. This happensbecause zoning errors can generate largenumbers of \misspelled" words that a�ecta retrieval system's probability estimates.The study reported here focuses on the im-pact of the word accuracy rates of the OCRsystem.To generate a simulated OCR database,then, an IR test database is indexed usingstandard techniques such as tokenization,stemming, and stopword removal [6, 1].During this process, the text of a docu-ment is randomly assigned to page groups,and index words are randomly discardedaccording to the error rates for that pageCroft, Harding, Taghva and Borsack



group and word length. The result of theOCR simulation is a database in which doc-uments may be indexed by fewer terms thanthe original database.More speci�cally, two sets of statisticswere used, representing the best and theworst OCR performance observed in theUNLV tests. The �ve page group classes,representing di�erent levels of page quality,were assigned randomly to the text inputstream during the indexing process. Thepage group and the corresponding set ofcharacter recognition error rates remainedin e�ect for the duration of a page. Theprobability of being in any particular pagegroup was determined from the total num-ber of characters for the page group, dividedby the total number of characters for allpage groups, which was close to 1 in 5, butnot exactly so.Page size was a constant and deter-mined from a calculation dividing the to-tal number of characters in the data set bythe total number of pages. The charactercounts for each page group were a part ofthe UNLV data. A random number genera-tor producing values between 0 and 1 deter-mined page group assignment when a pagefull of characters had been read.Simulation of OCR word errors wasdone by a randomly assigned number be-tween 0 and 1 reecting the probability oferror for a word of its length and pagegroup. If the number fell in the error range,it was discarded, otherwise, processed asusual. Word positions, which are used inproximity operators, were counted whetherdiscarded or not.The results of this process on four testcollections are given in the next section.3 The ExperimentsThe experiments were done using the IN-QUERY information retrieval system devel-oped at the University of Massachusetts [2].

INQUERY is based on a probabilistic modelof retrieval, has a number of advanced fea-tures, and has consistently achieved excel-lent results at the ARPA-sponsored TRECand TIPSTER evaluations (see [4] for anoverview of the TREC evaluation). Forthe purposes of these experiments, the mainfeatures of INQUERY are that it does au-tomatic indexing and produces ranked listsof documents in response to a query. Theseare features that are common to many re-cent information retrieval systems. Allranking systems use weighting or estima-tion functions to determine the relative im-portance of words in the query and docu-ment. As the results discussed later show,the form of these estimation functions canbe important in an OCR environment.Four test collections were used in theseexperiments. The collections were selectedto represent a range of sources, documentsizes, and query sizes. The CACM collec-tion is a small collection of Computer Sci-ence Abstracts [3] and has been a standardbenchmark for a number of years. NPL isa larger collection of short documents andshort queries that has been used in a va-riety of IR experiments. WEST is a col-lection of long, full-text, legal information,speci�cally case law. The WSJ collectionis the largest number of documents, whichare moderate length, full-text articles fromthe Wall St. Journal. The WSJ queriesare also the longest of any collection. TheWSJ collection is a subset of the TIPSTERcollection described in [4].In general, we would expect OCR er-rors to have more impact on the collectionsof short documents, since long documentswould have much more redundant informa-tion. This is one of the factors that is testedin the experiments.Table 2 gives statistics for two of thecollections (NPL and WEST) showing thenumber of word tokens assigned to eachpage quality group and the number of OCRerrors generated in each group. Note thatAn Evaluation of Information Retrieval Accuracy with Simulated OCR Output



Table 2: Summary of total words and OCR errors generated for two test collec-tions, NPL and WEST. Numbers represent word tokens encountered for STD(no OCR errors), and worst and best OCR simulations (OCR1 and OCR2)from UNLV tests. These collections contain the shortest and longest averagedocuments respectively.NPL STD OCR1 OCR2Page Group Total Total Errors Total Errors1 479,163 96,815 1,254 96,666 4122 95,237 4,569 95,926 1,6653 95,562 8,737 94,772 2,2554 95,293 16,714 95,508 5,1965 96,269 40,370 96,291 13,993WEST STD OCR1 OCR2Page Group Total Total Errors Total Errors1 39,549,976 7,984,570 92,881 7,979,432 35,8982 7,887,047 360,866 7,881,652 141,6773 7,847,856 674,372 7,849,518 189,7674 7,882,217 1,336,320 7,886,171 442,3735 7,948,286 3,190,063 7,953,203 1,147,189
Croft, Harding, Taghva and Borsack



Table 3: Summary statistics for the three versions of four collections used toevaluate the e�ect of OCR errors on retrieval performance. STD refers to theoriginal collection. OCR1, OCR2 are the worst and the best OCR systems,respectively, from UNLV tests. The dictionary term counts represent the num-ber of unique word stems in the version dictionary. All indexed terms are thenumber of word stems encountered during the indexing of the text excludingstopwords. Collection Collection Document AverageSize Cnt Chars/DocCACM 1,639,440 3,204 512NPL 3,748,316 11,429 327WEST 297,501,776 11,953 24,889WSJ 279,249,494 98,735 2,828Collection Dictionary Terms All Indexed TermsSTD OCR1 OCR2 STD OCR1 OCR2CACM 5,998 5,644 5,903 115,294 96,282 110,386NPL 7,689 7,144 7,558 275,517 229,786 264,258WEST 155,542 144,294 152,891 22,817,834 19,353,353 21,830,212WSJ 197,255 182,341 193,508 24,454,116 20,797,586 23,448,131Table 4: Statistics on standard query sets for each of four collections used toevaluate OCR errors on retrieval performance.Collection Total Queries Number of Words/Query Average UniqueMin Mean Max Words/QueryCACM 50 2 14.24 49 13.0NPL 93 3 7.26 12 7.1WEST 34 5 11.05 20 9.6WSJ 50 13 32.68 118 29.3An Evaluation of Information Retrieval Accuracy with Simulated OCR Output



these numbers do not represent indexedterms. Many of the words were stopwordsand thus discarded. Also, many of theseword forms were conated to single uniqueindexed stems, as stemming was used in theindexing runs.Table 3 shows the results of the OCRsimulation on the indexing of all four col-lections. It gives the �gures for the origi-nal collection and the two OCR simulations.It should be noted again that \misspelled"words generated by OCR errors are not in-cluded in these �gures. The table showsthat the number of unique terms is reducedconsiderably in the case of OCR1 (consis-tently about 7%) and much less in the caseof OCR2. From this we would certainly ex-pect to see more impact on the retrieval per-formance of OCR1.Table 4 gives the statistics for thequeries associated with these collections.The main feature here is the length of theWall St Journal queries. Long queries areanother form of redundancy that may o�setthe e�ect of OCR errors. From this pointof view, the NPL collection has the worstcombination of characteristics in that it hasboth short documents and short queries.We should emphasize, however, that the er-ror generation process is only applied to thedocument texts, not the queries.4 Summary of ResultsThe following tables show the results of theretrieval experiments using the three ver-sions of each of the four test collections.Table 5 gives the overall results using theaverage precision over all recall levels. TheCACM entry is a result for one query set.Combined results for 100 runs using fourquery sets showed average -6.4 and -1.1 per-cent performance degradation in retrievalperformance between standard and OCR1and OCR2 simulations.The results appear to support the view

that collections with short documents andshort queries will be a�ected the most byOCR errors. The collection with the biggestdegradation in average precision is NPL.This is also the only collection where thebetter OCR system (OCR2) caused a signif-icant loss in precision compared to the origi-nal collection. The CACM collection, whichalso has many short documents, had thenext largest degradation in performance.The WEST collection, which has very largedocuments, had the lowest degradation forboth OCR systems. From these results, itcan also be concluded that using the bestOCR system for input to a text retrievalsystem will generally not signi�cantly a�ectretrieval performance for databases withlong documents. This conclusion is with re-spect to word errors other than those gener-ated by zoning errors. It is worth mention-ing here that the general \rule of thumb"used in IR experiments is that a change inaverage precision of less than 5% is not sig-ni�cant, and a change of around 10% is verysigni�cant. For the NPL collection, then,even the best OCR input resulted in a sig-ni�cant loss in performance.In order to look at these results in moredepth, tables 5 through 9 contain standardrecall-precision tables, which show the av-erage precision �gures at standard recallpoints. These tables show that the highestlosses in accuracy generally occur at higherrecall levels (i.e. further down the rank-ing). This is what would be expected inthat documents which contain many queryterms will be less a�ected by the loss of oneof those terms, and these are typically theterms at the top end of the ranking.To study the e�ect of random varia-tion, we did a large number of retrievalruns for the CACM collection. The onlyfactor that varied between these runs wasthe random e�ect of the OCR errors. Ta-ble 10 shows that although performancedegradations are generally consistent, occa-sional runs can result in performance im-Croft, Harding, Taghva and Borsack



Table 5: Retrieval performance for four standard text collections showing e�ectsof two levels of simulated OCR error rates. Values are average precision over10 standard recall points from 10 to 100 percent. Percentage di�erences aregiven in parentheses. Results for CACM are for one of four query sets. Averageperformance loss for 100 simulation runs for CACM was -6.4 and -1.1 percentfor OCR1 and OCR2 respectively.Collection Average PrecisionSTD OCR1 OCR2CACM 34.9 32.5 (-6.9%) 34.3 (-1.7%)NPL 25.8 23.2 (-10.1%) 23.5 (-9.1%)WEST 48.2 46.2 (-4.0%) 48.0 (-0.4%)WSJ 39.9 38.1 (-4.5%) 39.3 (-1.5%)
Table 6: The standard recall-precision table for the CACM collection for oneof 25 runs using query set 2.Recall Precision (93 queries)STD OCR1 OCR210 66.9 64.7 (- 3.3) 70.4 (+5.3)20 53.5 53.0 (- 0.9) 55.8 (+4.4)30 47.0 45.6 (- 3.1) 46.9 (-0.3)40 40.0 37.4 (- 6.5) 41.0 (+2.5)50 34.7 30.0 (-13.3) 34.4 (-0.7)60 28.8 24.5 (-14.8) 26.6 (-7.5)70 20.3 17.4 (-14.5) 19.3 (-5.3)80 15.9 12.4 (-22.0) 15.5 (-2.3)90 10.6 7.5 (-29.9) 10.1 (-5.4)100 8.1 5.3 (-33.8) 7.3 (-8.8)avg 32.6 29.8 (- 8.6) 32.7 (+0.5)An Evaluation of Information Retrieval Accuracy with Simulated OCR Output



Table 7: The standard recall-precision table for the NPL collection.Recall Precision (93 queries)STD OCR1 OCR210 57.4 52.8 ( -8.1) 55.8 ( -2.9)20 48.5 45.9 ( -5.2) 46.0 ( -5.2)30 40.3 35.2 (-12.9) 35.2 (-12.8)40 33.3 27.9 (-16.1) 29.2 (-12.1)50 26.2 22.9 (-12.6) 22.5 (-14.1)60 18.1 16.1 (-11.1) 16.5 ( -9.0)70 13.7 12.3 (-10.2) 12.2 (-11.1)80 10.5 9.6 ( -7.9) 9.5 ( -9.1)90 6.8 6.1 (-10.5) 5.2 (-22.7)100 3.6 3.5 ( -1.5) 2.8 (-22.1)avg 25.8 23.2 (-10.1) 23.5 ( -9.1)
Table 8: The standard recall-precision table for the WEST collection.Recall Precision (34 queries)STD OCR1 OCR210 78.1 77.0 (-1.4) 77.9 (-0.3)20 73.8 72.5 (-1.6) 73.8 (+0.0)30 71.9 70.3 (-2.3) 71.8 (-0.2)40 62.0 58.9 (-5.0) 61.6 (-0.6)50 54.9 52.0 (-5.3) 54.9 (+0.0)60 45.3 43.4 (-4.2) 44.7 (-1.3)70 37.3 35.2 (-5.7) 37.2 (-0.4)80 29.7 28.5 (-4.0) 29.1 (-2.0)90 17.9 16.3 (-8.9) 17.9 (+0.1)100 10.7 8.4 (-21.7) 10.7 (+0.4)avg 48.2 46.2 (-4.0) 48.0 (-0.4)Croft, Harding, Taghva and Borsack



Table 9: The standard recall-precision table for the WSJ collection.Recall Precision (50 queries)STD OCR1 OCR210 68.3 67.7 (-0.7) 67.5 (-1.0)20 60.2 60.3 (+0.1) 60.4 (+0.2)30 53.6 53.1 (-0.9) 53.3 (-0.6)40 48.2 47.1 (-2.3) 47.4 (-1.6)50 42.0 40.0 (-4.7) 42.2 (+0.4)60 37.8 35.1 (-7.1) 37.3 (-1.3)70 32.9 30.1 (-8.4) 32.2 (-1.9)80 27.4 23.6 (-13.9) 26.2 (-4.4)90 19.9 16.9 (-14.9) 18.9 (-5.0)100 8.7 7.2 (-17.5) 7.6 (-12.6)avg 39.9 38.1 (-4.5) 39.3 (-1.5)provements, even with OCR1. Signi�cantchanges between runs, as occurs sometimesin OCR1, are more likely to happen withsmall collections where the recall and pre-cision for a particular query can be signif-icantly a�ected by changes to just a fewdocuments. There are two ways in whichdiscarding terms at random can improve re-trieval performance. One is that the docu-ments that were penalized by the OCR er-rors were documents that contained queryterms but were not relevant. Making thosedocuments hard, or even impossible, to re-trieve results in better performance. An-other signi�cant, and more common, ef-fect is that OCR errors can change thefrequencies used to calculate the relativeimportance of words. The most impor-tant of these is the maximum frequency forany word in a particular document. Thisfrequency is used for normalization andchanges to this frequency can have signi�-cant results, particularly in collections withsmall document sizes. We are currentlydeveloping new estimation techniques forword importance that are much less sen-sitive to the types of errors introduced byOCR.

5 Future WorkThe simulations described above could bemade more accurate by taking into accountwhich characters are commonly confused byOCR devices. By using knowledge of whattypes of characters are generated in error,we could also attempt to simulate the gen-eration of valid index terms and the genera-tion of misspelled words. The most di�cultaspect of the simulation to improve wouldbe to generate errors arising from poor zon-ing. In most real applications of OCR toarchiving and retrieving information, zon-ing will be an important issue.The value of the experiments given hereis to give some quantitative data that isreasonably accurate. This data shows thateven though the output of the best OCRdevices can be adequate for automatic in-dexing and retrieval of databases of longerfull-text documents, for collections of veryshort documents, OCR errors can have asigni�cant impact on retrieval performance.The most important types of errors will notbe random, but rather when a relevant doc-ument is made unretrievable by poor qual-ity scanning or word recognition. Regard-An Evaluation of Information Retrieval Accuracy with Simulated OCR Output



Table 10: Average precision results at 10 standard recall levels for each of 25repeated indexing runs using CACM query set 2. Numbers in parenthesesrepresents percent di�erence with standard collection.Run CACM query set 1STD OCR1 OCR21 32.6 29.8 (-8.6) 32.7 (+0.5)2 32.6 29.6 (-9.2) 32.6 (-0.1)3 32.6 28.8 (-11.7) 32.7 (+0.4)4 32.6 33.1 (+1.4) 32.5 (-0.2)5 32.6 30.0 (-8.0) 32.8 (+0.7)6 32.6 31.2 (-4.2) 31.6 (-2.9)7 32.6 30.2 (-7.4) 31.2 (-4.2)8 32.6 30.7 (-5.9) 32.5 (-0.2)9 32.6 31.4 (-3.8) 32.2 (-1.0)10 32.6 29.7 (-8.8) 32.4 (-0.6)11 32.6 30.2 (-7.3) 31.8 (-2.4)12 32.6 29.9 (-8.1) 32.5 (-0.3)13 32.6 30.4 (-6.7) 31.6 (-3.1)14 32.6 30.1 (-7.7) 32.9 (+0.9)15 32.6 32.6 (+0.2) 32.0 (-1.7)16 32.6 29.9 (-8.3) 31.7 (-2.6)17 32.6 29.1 (-10.6) 32.3 (-1.0)18 32.6 29.8 (-8.6) 33.3 (+2.3)19 32.6 29.7 (-8.8) 32.7 (+0.4)20 32.6 30.3 (-7.0) 32.4 (-0.4)21 32.6 29.9 (-8.4) 31.6 (-3.1)22 32.6 30.0 (-7.9) 32.5 (-0.2)23 32.6 30.3 (-6.9) 33.1 (+1.6)24 32.6 31.0 (-4.9) 31.7 (-2.9)25 32.6 31.5 (-3.2) 32.5 (-0.3)
Croft, Harding, Taghva and Borsack
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