An Exploration of Entity Models, Collective Classification
and Relation Description

Hema Raghavan, James Allan and Andrew McCallum
Center for Intelligent Information Retrieval
Department of Computer Science
University of Massachusetts
Amherst, MA 01003

{hema,mccallum,allan} @cs.umass.edu

ABSTRACT

Traditional information retrieval typically represents data using a
bag of words; data mining typically uses a highly structured database
representation. This paper explores the middle ground using a rep-
resentation which we term entity models, in which questions about
structured data may be posed and answered, but the complexities
and task-specific restrictions of ontologies are avoided. An entity
model is a language model or word distribution associated with an
entity, such as a person, place or organization. Using these per-
entity language models, entities may be clustered, links may be
detected or described with a short summary, entities may be collec-
tively classified, and question answering may be performed. On a
corpus of entities extracted from newswire and the Web, we group
entities by profession with 90% accuracy, improve accuracy further
on the task of classifying politicians as liberal or conservative us-
ing collective classification and conditional random fields, and an-
swer questions about “who a person is” with mean reciprocal rank
(MRR) of 0.52.

1. INTRODUCTION

Information retrieval has traditionally been concerned with “doc-
ument retrieval” from a document collection, each represented as a
bag of words. A user has a specific information need, and the sys-
tem provides a list of documents that satisfy all or parts of that
information need. Typically the list is presented in an order of de-
creasing relevance, where relevance is determined by the system.
Often it is the user’s job to connect the pieces of information to-
gether in order to satisfy a precise information need. However,
there is increasing interest in more structured and specific methods
of satisfying information needs, such as question answering and
data mining.

Data mining and link detection, on the other hand, have tradi-
tionally relied on structured data, organized into rich ontologies in
relational databases. From this structured representation, data min-
ing identifies patterns and trends. However, much data is provided
in the form of free text, lacking this structure.
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The standard approach to data mining from free text is two tiered:
information extraction is applied to the corpus in order to obtain
a structured database; this is followed by traditional data mining.
This approach requires that an ontology be defined, and typically
relies on (uncommon) high-accuracy extraction. It also removes
the rich contextual language in which each entity mention occurs
in the original text.

In this paper, we explore a middle ground between bag-of-words
document retrieval and highly-structured datamining. We make
minimal assumptions about ontological structure, and instead retain
the contextual language around an entity to create a document-style
representation of each entity. We call this representation an entity
language model, or entity model for short. We apply several meth-
ods to these entity models in order to understand how they can be
applied to mining information about these entities: grouping them,
discovering links between them, classifying them and describing
the semantics of the links.

Entity models are created by running an off-the-shelf named en-
tity extractor over the corpus, and associating with each entity the
words in a finite context around each of its mentions. Each entity is
now described by a language model, (which in the case of this paper
is a simple unigram word distribution). Although our information
need may require distinguishing between politicians and atheletes,
or require complex relations, we do not require that the extraction
system have any knowledge of these. Basically we have a “docu-
ment” for each entity, and can leverage the rich tools of traditional
information retrieval in new ways.

Equipped with this view of the corpus, we set out to explore the
capabilities of our approach in addressing the following types of
information needs.

1. Questions regarding the description of the entity, for exam-
ple, Who is the managing director of Apricot Computers?
the answer to which is Peter Horne. Often the answer is ex-
plicitly present in the text, so that the task is one of finding
the target phrase or sentence that contains the answer, as in
traditional TREC-style question answering.

2. For some types of questions, the answer may not be explic-
itly present in the text, for example What game does Mar-
tina Navratilova play? the answer to which is Tennis. Of-
ten news articles, especially scorecards on the sports pages,
mentioning Navratilova may mention the words Wimbledon
or the US open, but not explicitly mention that the sport be-
ing referred to is Tennis. Correctly answering this question
requires an extra level of indirection.

3. One may be interested in grouping entities into predefined



categories, or linking entities that are similar, or finding de-
scriptions of why they are similar. Entities that are linked in
this way may be linked because there exist actual social in-
teractions between them. Alternatively, the links may not be
explicit, but rather indicative of the fact that the linked en-
tities are similar. Given similar entities, a user may also be
interested in determining why they are similar.

4. The last type of information need is concerned with classi-
fying an entity into various categories. Answers to questions
such as Is John Kerry liberal or conservative on gun con-
trol? can be quite subtle and complex. Typically a document
would discuss a senator’s opinions on various issues. Using
domain knowledge about correlations between issues, a hu-
man could easily arrive at the answer to the above question.
Sentiment classification and opinion classification are related
areas of research. Finding the answer to the above question
can benefit from the use of relational “collective” classifica-
tion schemes.

In this paper we aim to address all of these questions using entity
models. In the following section we discuss past work which has
ideas similar to our entity language models 2. We describe our
model in detail in 3 and an evaluation of the same in section 5.
In subsequent sections we address each of the above mentioned
types of questions in turn. In section 7.1 we use entity language
models to answer TREC style questions. We address the latter two
types using document classification techniques . In section 7.3
we classify entities by their profession, whereas in section 8 we
classify entities by their political bias. We give a description of our
data in section 4 and explain similarity measures we experimented
with in 6.

2. PAST WORK

Conrad and Utt [9] also considered breaking up the corpus into
what they called pseudo documents. They ran an entity recognizer
through a corpus. All paragraphs containing a mention of an en-
tity were collapsed into a single document called a pseudo docu-
ment. Their pseudo documents are very similar to our entity lan-
guage models. They applied this to information visualization. We
provide a more formal framework for the representation of these
pseudo documents and extend the number of uses of this method of
representation.

With the advent of the internet, the links between documents also
play a significant role in determining the information contained in a
document [5, 4]. Web retrieval also makes use of the links between
documents to determine relevance, like in the HITS and PageR-
ank algorithms. It has been found that tremendous gains can be
obtained by exploiting these links. Similarly we expect that links
between entities would also help. In this work we explore the pos-
sibility of generating indirect links between entities based on com-
mon words in their entity language models. This idea is similar to
Conrad and Utt’s indirect links, however the method of construc-
tion is different. They use these links for information visualization.
We extend the link framework to relational classification

Although there has been a huge body of research on contextual
information [25] we do not know of any work that studies the con-
text of a named entity in particular. A lot of work in data mining
tries to discover relationships and associations between entities [8,
11, 13], just as we do, but we know of no work that uses the prob-
abilistic framework similar to the one that we have adopted.

3. ENTITY LANGUAGE MODELS

We define an entity language model (ELM) to be a probabil-
ity distribution of words that are likely to be used to describe the
named entity. For example, an entity model for George W. Bush
would have president, republican, conservative, and other such
words with high probability. It would also include names of strongly
associated people (e.g., Dick Cheney), places (Texas), actions (cut
taxes), and so on.

Given a large corpus of text, we construct a model for a named
entity E' as follows. First we find all occurrences of E in the cor-
pus. We use a named entity extraction system to locate the enti-
ties and to provide an entity type (e.g., person, location, organiza-
tion). If a name occurs as more than one type, we treat each type
separately—e.g., Ford as an organization (company) and Ford as a
person (Henry Ford).

The model is then computed from a maximum of m occurrences
of E in the text and a window of ££n words surrounding each men-
tion. We call these (2n + 1) word windows snippets.

If we pool these m snippets into a combined “bag of words,”
we can calculate a maximum likelihood estimate for any word that
appears around mentions of £. When snippets overlap we include
the word only once. From this bag of words, a maximum likelihood
language model for the entity E may be estimated as

cnt(w)
N M

where cnt(w) is the number of occurences of the word w in the
“bag of words” created as above, and N is the total number of words
in the entity language model. This model can be smoothed using
the collection as the background as:

P(w|E) = AP (w|E) + (1 — X)) P(w|C) 2)
A X value of 0.6 was used throughout this paper.

4. DATA SETS AND TOOLS

For experiments in question answering, relationship modelling
and traditional classification we used the TREC-8 corpus. We de-
scribe that data here. However for relational classification, we use
a different data set which we describe later, in section 8.

To construct our entity language models we ran BBN’s Identi-
Finder[7] on the TREC-8 corpus to find names of people, places
and organizations. The collection has 525,000 documents from
the Foreign Broadcast Information Service (1996), Federal Reg-
ister (1994), Financial Times (1992-1994) and Los-Angeles Times
(1989-1990). IdentiFinder extracted 1,691,1654 entities, with a to-
tal of 14,688,360 occurrences. Since IdentiFinder outputs type in-
formation for each named entity that it extracts, we also have this
information for each entity model.

For our classification experiments we needed to build categories
for named entities. We chose the following categories by looking
through a subset of the named entities in the TREC-8 corpus. Then
a total of 162 entities were classified as

Politics Political figures (48 entities)

Pop Pop or rock music stars (12 entities)
Composers Classical music composers (13 entities)
Actors Movie actors (37 entities)

Sports Tennis and basketball stars (52 entities)

The data was first split into two sets

e A training set (55 entities). The (arbitrarily chosen) training
entities consisted of 15 entities each from the Sports, Poli-
tics, and Actors categories, 4 from the Pop, and 6 from the
Composers category. Wherever initial labeled data for train-
ing was needed, it was obtained from this set.



Values of n
Entity 12 25 50
Marilyn Monroe 192 146 1.01
Martina Navratilova 2.25 1.68 1.50
Magic Johnson 1.68 139 1.11
Jimmy Carter 1.73 1.16 0.82
Dick Cheney 209 1.28 0.86

Figure 1: Clarity of five different models where snippets in-
clude n words to either size of the entity.

Values of m
Entity 50 100 300 500 1000
Marilyn Monroe 242 22 211 211 211
Martina Navratilova 2.50 240 225 225 225

Magic Johnson 221 200 1.75 1.68 1.68
Jimmy Carter 215 214 177 173 158
Dick Cheney 250 222 211 209 2.09

Figure 2: Clarity of 8 different models for different values of m

o A testset (107 entities). All testing was done using this group
of entities.

The researchers are aware of the fact that this data set is small.
Our intent though is to show that entity models have some value for
classification and this data set is sufficient to support that belief.

S. INFORMATION CONTENT OF THE EN-
TITY LANGUAGE MODEL

In this section we perform an intrinsic evaluation of the entity
language models. Entropy, Perplexity and Clarity are a few of the
measures we can use for this purpose [20, 21] We chose clarity,
which is defined as the KL-divergence between the model and the
corpus.

. P(w|E)
Clarity = P(w|E)log =——=% 3
arity = 3 PlolE)los 1 G

where V is the vocabulary of the corpus C. When the distribution of
E is identical to C' the clarity score is zero. P(w|C) is the prob-
ability of word w in the corpus C'. It can be assumed to represent
the distribution of words in general English.

Entity language models have two variable parameters- m and n.
In the first set of experiments in this section we take m = oo,
which implies that all snippets were used. Figure 1 shows how the
parameter values vary with n for m = oo. If n is held constant at
12 and m is varied there is little decrease in clarity scores as seen
in Figure 2.

Some names have less information than others. It is reason-
able to assume that a name like Janet should have less informa-
tion than say, Janet Jackson. A name like Janet is a common first
name, whereas a mention of Janet Jackson most often represents
one entity- the rock star. This idea is captured well by clarity as
shown in figure 3. In the TREC-8 corpus there are 518 different
names with Janet in them. Thus, clarity confirms with our expecta-
tion.

6. SIMILARITY MEASURES

Name No. of variants  Clarity
Alice 3,844 0.85
Betty 506 0.79
Janet 518 0.44
Janet Jackson 2.32
Janet Weiss 2.69
Janet Reno 0.90

Figure 3: Clarity scores for some common first names and the
much higher scores for Janet when combined with surnames.

In future sections we will often need to compute the similarity
or distance (they are inversely related to each other) between two
entity language models. Typically, the distance between documents
in the vector-space model is computed using the cosine similarity
measure or other vector-space measures. In the probabilistic set-
ting, we would like to consider measures that compute the similar-
ity(or distance) between probability distributions.

A number of similarity measures exist to compute the distance
between probability distributions. One common measure is the
Kullback-Liebler divergence and is defined as

D(pllg) = Y p(w)log % e)

weV

The KL-distance is not a distance measure as it is not symmetric
and does not satisfy the triangle inequality. The Jensen-Shannon
distance is a symmetric version of the KL distance given as

TS(lla) = 5(D(lla) + Diallp)) ©)

The L, measure between two probability distributions is geo-
metrically motivated and is given as

Li(p.g) = 5+ 3 la(w) — plw) ©)

weV

We did some preliminary experiments on our training set to eval-
vate the L; measure, the KL-divergence and the Jensen Shannon
measure. We found that the L1 measure worked best for comparing
two entity models. The L; measure is a distance measure, which
we convert to a similarity metric with the following transformation

overlap(p,q) =1 — Li(p,q) )

The overlap measure ranges from O for no overlap to 1 for perfect
overlap.

We also did experiments where we asked human annotators to
evaluate the L; measure. We compared 7 randomly chosen en-
tities to 107 others and ranked the 469 pairs in order of increas-
ing overlap score. The list was given to each of two evaluators.
They were asked to indicate the strength of the associations with
a value from the set (0,0.25,0.5,1) with "0’ indicating no simi-
larity between the entities and a ’1’ indicating strong relationship.
Whereas in the previous experiment associations were restricted to
categories, here they were allowed to span categories. The scores
of the two evaluators were averaged and binned. From Figure 4 it
is apparent that for an overlap score of greater than 0.5 the annota-
tor always found the entities to be related with a score of 1. Overlap
appears to be slightly more conservative than a human judgement of
the association between to entities. Nevertheless we can use over-
lap to determine the strength of the association between entities.
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Figure 4: Relationship of evaluator assigned scores to a rela-
tionship with overlap.

The overlap measure can be used to build a network of related enti-
ties as shown in Figure 5. The section on Relationship Description
(section 7.2 ) attempts to extract the top terms that describe the sim-
ilarity between two entities. The section on relational classification
uses a network such as this one to classify named entities.

7. APPLICATIONS

7.1 Question Answering

In this section we explore answering questions of the type Who
wrote Margaret Thatcher’s autobiography?. These are traditional
TREC [24] QA-like questions where the answer is present in a pas-
sage in the corpus.

Question Answering is the task of finding a specific answer to a
question or query as opposed to retrieving an entire document for a
query or question. Questions may be of several types depending on
the type of the expected answer. In this case we consider only those
questions which have entities as an answer. Such type of questions
form a reasonable bulk of the questions in any TREC QA track.
For example, in the TREC-8 QA [24] track 48.5% of the questions
had named entities for answers-28% of the answers were names of
people, 18.5% were locations, and 2% were organizations.

In the query likelihood method for traditional information re-
trieval the documents are ranked in the order of P(Q|D). Typical
QA systems [3] perform document retrieval or passage retrieval,
and then look for the answer in the most likely passage. In ques-
tion answering we wish to retrieve the answer £ for a question Q.
We propose to do this as

E = argmaz g, centities P(Q|E;) ®)

That is, we wish to retrieve the entity F; which is most likely to
generate the answer. This would mean that P(Q|E;) be computed
for all the entities in the corpus- a huge number(1.6 million in this
case). Although, it should be feasible to index a collection of 1.6
million entities, it was beyond the scope of this paper. Because
the number of entities is so large we did one round of document
retrieval, and computed the above score for only those entities that
occurred in the top /N documents.

In order to evaluate the effectiveness of our idea, we used the
protocol in the TREC-8 QA track. Each system could submit 5 an-
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Figure 5: Network of entities, built with an overlap threshold
of 0.20. The drawing was laid out by hand.

swers to a question. For each question the system received points
equal to the reciprocal of the rank at which the correct answer ap-
peared. The Mean Reciprocal Rank (MRR) of a system is the aver-
age of the scores across all questions. For the TREC QA track,
NIST provides the top 500 documents for each question, as re-
turned by a document retrieval system. We used this list for the
initial round where we build the list of entities to be scored as can-
didate answers. We also used the type information of the answer to
a question in order to filter out entities that did not match the type
information.

In the construction of the language models for this task, we chose
to use m = oo because we do not have a principled way in which
we choose which snippets to include in the model. In question an-
swering this is crucial because the support of an answer may come
from very few, sometimes even just one snippet. n was empirically
chosen as 50.

Our system found the correct answer in the top 5 for 23 of 30
questions, and therefore obtained a MRR score of 0.52. We com-
pared our performance to that of the top systems that year on the
same set of questions. The median performance was 0.28, and the
best was 0.78 (Cymphony). On our set of questions we would have
been ranked fourth in that years evaluation.

Some of the errors were due to errors made by the tagger. For
example all instances of Agra are tagged as organizations instead
of locations. Some errors were due to the fact that the answer entity
never appears in the top 50 documents returned by the document re-
trieval system. Both of these types of errors suggest that a potential
place for improvement is to rank all answer types and all entities
without using the two filters that we used, namely the document
retrieval system and the question classification system.

7.2 Relationships between entities

Often we would like to ask of an entity who or what is this entity
like?. While browsing through the news, if one came across a new
name one might like to see who are the other names in the news
that are similar to this one and why they are similar.

This is different from typical work on identifying relationships



Question Answer overlap Actual description
Who is the author of the book, The Iron Lady: | Hugo Young £y Es score relation of relation
A Biography of Margaret Thatcher? Term P(w)
What is the name of the managing director of | Peter Horne Pete Stefi 0.39 Tennis  champion 0.026
Apricot Computer? Sampras Graf players  wimbledon 0.023
Where did Buzz Aldrin want to build a perma- | moon match 0.020
nent manned space station? tennis 0.019
Which costume designer decided that Michael | Bill Whitten open 0.013
Jackson should only wear one glove? Pete Michael 0.17 Sports  player 0.015
Sampras Jordan players
Figure 6: Examples of questions where an entity model ap-
proach found the correct answer at rank 1 Pete Gerry 0.01 None no terms
Sampras Rawlings extracted

between entities, which looks at identifying the types of relation-
ships between entities that co-occur in text. For example, some of

the relationships to be identified in the ACE [22] task are EMPLOYEE-

OF, WIFE-OF etc. Conrad et al’s indirect links however do not rely
on co-occurrence of entities, but rather on the similarity of what
they call pseudo documents.

We saw in section 6 that the similarity between entities can be
measured in many ways and that the overlap measure was a good
similarity metric for this purpose. We now attempt to model the
similarity between two entities, such that the high probability terms
are more descriptive of the relationship.

min(P(w|E1), P(w|E2))
> wey min(P(w|Er), P(w|Es2))

The above equation computes a new distribution which captures
the intersection between the distributions of F; and F> and then
normalizes it to 1. If the maximum likelihood distributions are used
for P(w|E1) and P(w|E2) we can smooth P¥ as follows.

PR(w|Ey, Ey) =

®

PR (w|Ey, Es) = AP (w|E1, Bs) + (1 — M) PR (w|C)  (10)

If we set A\ = overlap(P(w|E1), P(w|E2)) then, when E1 = E»
we get PR (w|Ey, Ez) = P*(w|E1, E2) and if overlap(P(w|E1),
P(w|E2)) = 0 we get P*(w|E1, E2) = P%(w|C). Therefore, if
overlap is zero, then the relationship is described by the model of
general English.

We generated a set of entity pairs by randomly selecting 25 en-
tities and then comparing each of those to 106 other entities. We
discarded any of the 2,650 pairs that had an overlap score below
0.20, resulting in 69 pairs. For each pair £ and E> the top 10
terms with PZ(w|E1, E2) > 0.01 were selected. We call this a
relation description. We asked two evaluators to mark the terms in
the relation description as relevant or not depending on whether it
described the relationship between the two entities. The evaluators
were asked to make their judgements based on their a priori knowl-
edge, and not to research the issue. One evaluator thought 63.8%
of the terms extracted were relevant, and one thought 61.8 % were.
When they worked together they found 61.8% terms relevant.

To score a relationship, we averaged the scores of all the terms
in the relationship description. We have three scores for each pair:
one from each judge and the result of adjudication. Figure 8 shows
the distribution of the relationship scores. Most of the relationships
have high scores (0.5-0.8), suggesting that a lot of the descriptive
words are on target.

Figure 7 shows how the L; measure is used to measure similar-
ity. For example, Pete Sampras is very similar to Steffi Graf (both
are tennis players), he is less similar to Michael Jordan (a basket-
ball player) and hardly similar to Gerry Rawlings ( a politician).

Figure 7: Example of the top few terms in some sample relation
descriptions.

20
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- Eval2 ---¢--
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Count
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Figure 8: Score-wise distribution of relation scores. Evall and
Eval2 denote the two evaluators; Evall2 denotes the adjudicate
result.

The table also shows the top terms in the relationship description.
Note, that the evaluations for the relation descriptions are based on
the a priori knowledge of our evaluators. For example, one of our
evaluators marked the word setr as non-relevant when it appeared
in the description of the relation between two tennis players. How-
ever, the other evaluator, who was familiar with tennis, recognized
this as a technical term in tennis parlance and therefore marked it
as relevant. Sometimes there was a difference of opinion. For ex-
ample, whether money is a descriptor of the similarity between two
Hollywood celebrities is a matter of opinion.

7.3 Traditional Entity Classifi cation

Given a name, it would be interesting to find out who this person
is. For example, Martina Navratilova is a tennis player. We would
like to decipher this, even if it is not explicitly mentioned in the
text. If the word tennis is not mentioned next to any of the words
in the neighborhood of Martina Navratilova but Wimbledon is, and
say, Tennis and Wimbledon co-occur a lot in the vicinity of Steffi
Graf, then we can say with a certain degree of certainty that Tennis
has something to do with Navratilova. If we view this with a ma-
chine learning perspective, it is essentially a classification problem,
where Tennis is a class label, and we have the knowledge (or train-
ing) that Steffi Graf is a tennis player, we can infer that Navratilova



is also one.

We tried four different classification algorithms- K-nearest neigh-
bors, Centroid based clustering, Naive Bayes and Maximum En-
tropy [12, 16, 6].

7.4 Approach

For the training set we are given a set of entities & and their
classes. A test entity £; whose class needs to be determined is
compared to each of the entities in the set £, and a list of K nearest
neighbours is obtained. The entity E; is put into the most com-
monly occurring class of these K nearest neighbors.

In the centroid based approach the entities in the training set F/
are split into groups by their class. If there are n classes represented
from K to K, we compute the centroid of each of these classes
as shown below

> P(wl|E:)
Y i P(wl|E)

Both approaches require that we compute the distance between
two probability distributions. We stick to the L metric, which we
saw worked well for computing the distance between two entity
language models.

The Naive Bayes classifier is described below:

Let ) denote a set of random variables and let Y = (y1,y2...yn~),
where Y € ). Each y; denotes the class label of entity ¢. Let X’
be the set of random variables on which we condition, such that
X = (ml...mN) cX.

Letxz; = (xll, x2, ..z ) be the counts of words in an entity lan-
guage model with vocabulary size n. Classification then consists of
selecting the label, y;, with highest probability given the observed
variables, y; = arg maxy, P(yi|z;).

Naive Bayes makes an independence assumption among words
given the label and defines

P(w|K) = an

P(yilxi) = 1, Po(@! |y:)

for a given parameter setting, 6.

The above classifier uses Bayes rule. The priors are ignored. In
this way each entity ¢ is classified independent of the other.

The Maximum Entropy classifier is a discriminative approach
and is given as,

exp(3_; Nifi(w,y))
20y (32 Xifilz, )
fi(z,y) are feature functions. In this case the only features we

used were the words in the text. We used the rainbow toolkit [17]
to implement the Naive Bayes and Maximum Entropy classifiers.

P(ylz) = 12

7.5 Experiments

We ran 10 trials of the classification experiment as follows. In
each run we randomly chose 40 out of 55 of our training instances,
trained the classifier on these and tested on our test set of 107 in-
stances. We then averaged the accuracies of these 10 runs. The
table in Figure 9 shows the means and variances of each of the
classifiers.

7.6 Discussion

The highest accuracy is obtained by the Naive Bayes classifier
for n = 12 and m = 500. Also observe that the Politics and
Sports categories exhibit low variance, whereas the Actors and Pop
Stars categories, have higher variance. This is because Politicians

and Sports person appear in the news for specific reasons. But,
Actors and Pop stars tend to appear in the news for a wide variety
of reasons, from films and music respectively to gossip. Therefore
it seems reasonable that these would be hard to classify.

The natural question to ask then would be whether we can clas-
sify individual mentions of named entities. We tried classifying
individual snippets using Naive Bayes and Maximum Entropy. We
obtained accuracies of 86% and 69% respectively. The decrease in
accuracy is easily explained as follows: each mention of a named
entity may not contain sufficient information in a window of text
around it to make a decision about its class accurately. However, by
pooling in a bunch of mentions of named entities together with their
surrounding text, we can make a more informed decision about its
class.

8. RELATIONAL CLASSIFICATION

In the previous section the labels we assigned to an entity were
independent of the label assigned to another entity. However, this
is not necessarily true. Coming back to the Navratilova and Graf
example, the decisions made for one entity influence those made
for the other.

The network we built in section 6 had links between entities that
were highly similar to each other. We would expect that labels of
adjacent nodes in the graph to be strongly correlated to each other
(that is captured by a K Nearest Neighbor approach also). Addi-
tionally we would also like to capture long range dependencies.
Markov Random fields capture exactly these kind of dependencies.
Any kind of graph lends itself to a Markov Random Field. We ex-
pect that Markov Random Fields would be useful in a setting where
any of the classification schemes discussed in the previous section
will not work well. We consider an example problem of classifying
US government senators as liberal or conservative. If a senator A
and a senator B are very similar on their opinion of say abortion
one would expect that their views on another issue, say gun control
would match.

Recent work on Relational Probability Trees and Relational Markov
Nets [14, 5] have emphasized the importance of relational classifi-
cation. However, in all those works the data is structured in the
form of a database and some underlying link structure exists — ei-
ther as hyperlinks or from the relational structure of the database.
This basic structure is lacking when we are classifying a set of text
documents and our only features are words. Our work also differs
from similar work by Domingos [10] as we use Gibbs sampling for
training and inference.

8.1 Data

We obtained the data for this problem as follows. We crawled
http://www.senate.gov for the web-pages of all 105 senators. This
was our test data. To obtain the true conservative and liberal scores
of each of the senators we hired two undergraduates. They were
asked to independently define what it meant to be conservative and
liberal, and list a set of issues which would help determine the lib-
eral or conservative bias of any person.

Ultimately the following set of 9 issues were chosen by both of
them.

abortion immigration health
energy education economy
death penalty civil rights crime

The two evaluators were then asked to go through the list of sena-
tors and for each senator evaluate him or her on each of the 9 issues.
They were asked to form their judgments on a five point scale from



Algorithm m,n Sports | Actors | Politics | Comp. Pop | Average
SNN 00,12 | 95+£3 | 81£5 |81 |100+0 | 97+4 | 90+2
300,12 | 96 + 95+0 | 81 £2 785 (1000 | 90+1
Class Models | 00,12 [ 91+2 | 90+4 |89 +2 | 100+0 | 100+0 | 91 £+ 1
300,12 | 9440 [99+2 | 81+£1 | 860 | 100+0 | 91+0
Naive Bayes | 00,12 | 94+£3 | 82+5 | 92+1 86 +£0 7946 | 89+ 1
300,12 | 97 +£3 | 87£5 | 92+£3 86+0 | 867 |92+2
Max Ent 00,12 | 843 |97£2 |82 | 777 |56£10 |8 £2*
300,12 | 86 £3 [ 96£1 | 91+1 | 81 £5 | 56+£8 | 87+2

Figure 9: Percent accuracy for each of the classifiers. Boldface indicates the highest in the category. A two-tailed t-test was performed
to compare the average accuracy of each classifier (last column) to Naive Bayes with m = 300,n = 12. Statistically significant

differences (at P < 0.05) are indicated with an asterisk.

0-4, where 0 was most conservative and 4 the most liberal, for each
of these issues, for each senator.

To do the evaluation the annotator first looked at the page dedi-
cated to the given senator on issues2002.org. If the information on
the page was sufficient to form an opinion, the senator was evalu-
ated on that basis. If that information was insufficient, the annota-
tor was allowed to perform a web search to arrive at the judgement.
They were also asked to mark the overall leaning of the senator.
The two annotators were asked to work independently and then
where their scores differed by a value of 0.5 or more they were
asked to resolve the conflicts, by working together. We also wanted
to compare the entity model approach to what would be possible us-
ing purely structured data. The votes of each member of the senate
on 365 bills of the 107th congress (2nd session) and 108th congress
(1st session) were obtained from the above-mentioned site. For
each entity we have the following attributes:

E = (name, votey...votey, Free-Text)
The Free-Text attribute is obtained from the homepages of the sen-
ators as described earlier.

For the purpose of this paper, we considered the overall leanings
of the senators only. Each of the values assigned by the annotators
were rounded off to 0 or 1, depending on whether it was below or
above 0.5 respectively.

8.2 Approach

When we did classification in section 7.3, we predicted the la-
bel of each entity independent of those of the remaining entities.
Ignoring these dependencies is probably a reasonable assumption
when trying to infer labels of entities where the class boundaries
are more distinct. In a collective classification scheme, the labels
of all entities would be decided simultaneously and not indepen-
dently of each other. This scheme would take into consideration
that there are complex relations between the entities and therefore
their labels are decided in relation with each other. For example in
a social network, the labels of one entity are highly correlated with
those of its neighbours.

Let G = (V, E) be an undirected graphical model. Let W =
(w1...wn), denote the random variable representing labels for each
of the nodes. Let w denote an assignment of values to these random
variables. The Graph G has a set of cliques C(G). W is the random
variable representing a labeling of set of nodes in a clique ¢ €
C(G). The clique potential ¢(w.) determines how the members of
a clique cohere to each other. A Markov Random Field is defined
as

B [eecw e?twe)

A
The probability of a configuration is obtained by a product over all

P(W) (13)

cliques.

The generality of the model allows it to be applied to many dif-
ferent applications, outside of statistical physics. For example, in
vision, it can capture that a given pixel is highly influenced by its
neighbours. In social networks, it is valid to assume that the be-
haviour of a given individual is influenced by his or her neighbours.
Neighbourhood, in a social network can be defined in many differ-
ent ways - peers, family, people who think similarly etc. Behaviour
can be anything: in our specific case we model biases of people, as
either liberal or conservative. Applying a Markov Random Field to
social networks has been suggested before [15, 10]. Domingos[10]
successfully used a Markov Random Field for a collaborative fil-
tering task.

We now extend the above model to a conditional Markov Ran-
dom Field, and explain it in terms of the entity classification prob-
lem. Consider the space of entities to be classified. There are tied
parameters associated with sets of entities. These sets are called
clique templates. A clique template C defines a structure on the
set of entities. Each template specifies a set of cliques of size 1 or
more. A clique template defines the links between pairs of entities.
For example, one clique template could define links between pairs
of entities who use the word pro-choice often on their web-page.
Many such clique templates may be defined. Consider that ¥ is a
set of clique templates.

The conditional Markov Random Field is described below:

P(y|$) = % H H eXch~fc($C7yc) (14)

celcelC

where Z = > Tlces [oce €Xpwe. fe, we = (wl, w2.wl),

fo=(fo f2f0) wefo =3, wifl, fiis afeature on a clique,
and w? is the weight of this feature. For example, f¢ could take the
value of 1 when all members of the clique satisfy a given property
and be 0 otherwise. w..f. defines a clique potential, and deter-
mines how closely the members of the clique are correlated with
each other. The weights for each of the features is learned during
training. Note the similarity between equations 13 and 14.

In the model described by Equation 14, P(y|x) assigns a label
to all the entities simultaneously, conditioned on all the data of all
of the entities. The model is a product over all cliques for each
template, and the functions f are defined over all entities in the
clique. In this way the model captures interdependecies between
neighbours, where neighbourhood is defined by a clique template.
For a more intricate explanation of the model refer Taskar et al’s
original work on Relational Markov Nets [5].

Clique templates are useful when the underlying relationships
between the entities are explicit, like in a relational database, or
a hyperlinked environment. But, when the relationships between



these entities is not clear, one solution is to consider that all entities
are related to each other. Equation 14 reduces to

Pul) = 5 I

Y(z1,z2)€C

Py (y1,y2lx1, x2)

Pu(y1,y2|21,22) = expwe.fe(z1,T2,Y1,Y2)

where C' = {(i, /)i # ji (i,§) € C & (j,) ¢ C}
This template makes no assumptions about which entities are re-
lated to each other. It simply considers that each entity may be
correlated to one or more of the others. The strength of the rela-
tionships between each pair of entities is determined by the clique
potentials on the link between the pair.

The Log Likelihood function for this family of functions, for a
given training set X = (x1...x ), and a given parameter setting w
is given by:

Lw,X) = >

Vzi,x0€X

log Py (y1, y2|m1,22)  (15)

We use likelihood of the data as an objective function, and try to
find the value w that maximizes this. Expanding the Log-Likelihood
function in Equation 15 we get:

Lw,X) = Z (w.f(z1,z2,y1,y2) — log(Z(z1,x2)))
Vzi,x0€X
—S +C (16)

The function is concave, and is maximum when its gradient is zero.
The gradient of this function is given by:

vL(w,X) =

-—— an

In Equation 16, o is a gaussian smoothing parameter. From equa-
tion 17, it is clear that the function is maximized when the expected
value of the feature counts, as assigned by the model, equals the
feature counts observed in the training data.

The Likelihood function is maximized using Conjugate gradi-
ent. Although typical implementations of conjugate gradient code
require that both the function and its gradient be calculated at each
point, it is important to note that the function in equation 16 re-
quires the calculation of Z, which is the sum of an exponential
number of terms. But, a simple modification to conjugate gradi-
ent [1] where the line-minimization function is manipulated such
that the step size « is computed only with the knowledge of the
first derivative solves this problem. The trick is to do the line min-
imization to a point where the inner product of the direction of «
and the value of the derivative at that point is zero. In Equation 16,

E[f($d7yd)] = Zy/ Pw(yz/i‘md)f(xmyt/i)

The value of the expectation is the sum over all possible 3, which
for k possible labels for each y; and n entities, is itself k", i.e it is
exponential in n.

Using Gibbs sampling we obtain a set of samples. The expected
feature count can be calculated as the average feature count of these
samples. In this way, the function can be maximized without the
calculation of Z which is a sum of an exponential number of terms.

Normally, the training data would be discarded after w is learnt.
Instead we include the training data during inference, forcing their
labels to be the known values.

Z (f(mlva’ylva) - E[f(x1,xz,y1,y2)])

That is, we want to estimate:
argmaz,, P(yl|z)
where
’ /
Y= (y1--ye,¥1-.Y7)
x = (z1...7¢, 7} ..77) and
t is the number of training instances
T is the number of testing instances.

y1...y¢ are set to be their known values. P(y|x) is therefore eval-
uated over all possible values of ...y7, an exponential number
of possibilities. This problem is not new and there exist several
approximate inference algorithms for such models. Taskar used
loopy belief propogation [18]. However, he found that LBP did not
do well with cliques [23] of size larger than 3. Hence we resort to
sampling. MCMC methods [2] exist for calculating expectations in
these models . We used Gibbs sampling [19], which is one kind of
MCMC method.

We start with a random assignment of labels y = (y1..y»). In
each subsequent iteration we sample each y;, keeping the labels of
all other y;,¢ # j at the value sampled in the previous iteration as
follows:

i

t+1
1

P(y1|ys.-yn, T5...x7)
t+1
Y2

t ot ottt ¢
P(yl‘ylvyiﬁu-yn,55'17373.‘.3:’”)
t+1

Y~ Pynlyl-Yho1, 30 Th 1)

2

By repeating the above for a sufficient number of iterations, the
assumption is that we arrive at a final configuration y, which has
high probability.

8.3 Experiments

Three types of features were used. The researchers expected that
if two entities have the same opinion on a subject, they are similar.
We chose the features based on that expectation.

For a given entity, we estimate the entity language model using
all the pages on his or her home-page. Additionally we estimate
a pseudo document of an issue, which is obtained by pooling to-
gether all fixed size windows of text around the mention of an issue
word i. Examples of issues are Abortion, Gun Control, etc. The
Issue pseudo-document is given as P(w|, F, k) where P denotes
the probability distribution of a model of senator E’s opinions on
issue k. Thus an entity can be considered as a mixture of issues.

1. The first feature is based only on the votes, and tries to en-
code our expectation that, if two people vote similarly, then
their labels should be the same. It is given as:
fi(xi,zj,vi,9;) = 1if E; and E; vote identically for vote
kand y; = y;
else fr =0

2. The second feature tries to encode the same in text: i.e, if
two people’s discussions of a given issue are very similar
then their labels should be the same.

P (@i, 351, y5) = 1 if overlap(P(wlk, i), P(wlk, j)) >
0.8 and y; = y; where P(wlk, ) is the mixture component
of topic k of the model of entity i.

else fr =0

We use =~ to denote the similarity of the two distributions
computed by the L1 metric.

3. The third feature takes into account which words in the vo-
cabulary contribute to a high similarity. Note that the second
feature does not take this into account.
fi (@i, 25, yi,y5) = Lif P(m|k,4) > 0 and



Data 30 senators | 60 senators
No votes | NB | MRFs | NB | MRF
5 51 90 57 | 84
10 78 | 87 70 | 87
15 73 | 90 71 85
20 82 |90 75 | 88
40 87 | 93 84 | 94
80 58 | 81 51 81

Figure 10: Accuracy of classification for 2 different data set
sizes. In each case 3 fold cross-validation was performed with a
50% split of training and testing data

P(mlk,j) > 0andy; = y;

else fr =0

For example in feature f3, if i =abortion, and k =pro-
life, we expect that the learning algorithm will learn a higher

weight, as opposed to the case when ¢ =abortion, and k =budget:

The accuracies obtained using all three types of features are shown
in figFor features f» and f3 we used 3 issues only — abortion, en-
vironment and education. If a senators page did not contain a rea-
sonable number of mentions of any of these issue words, then the
senator was removed from the training or testing sets. We did all
experiments on two sets of data, one having 30 senators and one
with 60 senators to test how accuracy scales with increase in the
number of entities. There does not seem to be a noticeable decrease
in performance by increasing the number of entities.

When we used all three features we obtained a high accuraicy
On closely examining the weights learned for the different features
we observed that the weights for feature fi were the highest. It
would be interesting to see what our performance would be if we
used only the features obtained from pure text. When we use only
features f> and f3 we obtain an accuracy of 77%.

Our simple preliminary experiments using only the text on the
home-page of a senator and a Naive Bayes classifier gave us an
accuracy of 60% . Simple bag of words are useful when discrim-
inating between distinct categories like Politics and Sports. But
within such a specific domain, there is no clear distinction between
the vocabulary of the two classes, viz. conservatives and liberals
and therefore we need to go beyond bag of words.

9. DISCUSSION

We used a weakly structured representations entities, namely en-
tity models for relational classification. We saw that performance
was very high when we used the votes as features, a completely
structured representation. However, by not restricting ourselves to
structured features we have a mechanism for classification which is
more flexible. By using newspaper snippets of entities we are not
restricting ourselves to a particular domain, which in this case is
the US Senate. Without confining to structure we can now classify
other politicians, new senators with no voting record etc.

There are other computational aspects of the model that we have
not discussed. Gibbs sampling, which we used for computing ap-
proximate expectations, has several convergence issues. For this
work we ran Gibbs sampling for a certain fixed number of itera-
tions. We leave the discussion of inference in these models for fu-
ture work. We used a minimal set of features, in the future we can
use some feature induction techniques in addition to more feature
engineering.

10. CONCLUSIONS

Names of people, places and other entities appear in the news
all the time. To deduce information about these named entities is
an interesting problem and has many practical applications. For
example, if you are browsing the news it would be interesting to
be able to click on a name and get information about the entity
associated with that name. A user might want to learn more about
an entity by reading a summary of his or her identity, or might want
specific questions about the entity answered. A user might also be
interested in finding people related to the entity. It would also be
interesting to find hidden attributes about an entity. In this paper
we proposed a basic framework for representing an entity, and then
went on to explore all of the above applications in turn, at times
making modifications to the basic framework. The experiments,
although small sample experiments in each case, showed promising
results. Although this work is not complete in itself, we believe
that it is a new direction for Information Retrieval and Data Mining
research.
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