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ABSTRACT

We propose entity language models, a probabilistic representation

of the language used to describe a named entity (person, organiza-

tion, or location). The model is purely statistical and constructed

from snippets of text surrounding mentions of an entity. We eval-

uate the effectiveness of entity models in three tasks: fact-based

question answering, classification into pre-defined groups, and de-

scription of the relationship between two entities. The results on all

tasks are promising.

1. INTRODUCTION
To find out who someone is, we ask friends, read books, search

libraries, browse the Web, etc., looking for information that de-

scribes the person. The more information we have gathered, the

better a picture we develop. We might find out the person’s career,

what they are known for, who they have associated with, when they

lived, and so on. Our picture of a person’s “meaning” is constructed

from numerous passages of text.

Inspired by that idea, we propose entity models, models of peo-

ple, places, and other entities, based on how they are described.

Our model is completely unstructured and based only on the text in

our corpus. We do not employ any deep natural language process-

ing beyond simple techniques for locating likely names nor do we

use a knowledge base to improve our representation.

Fundamentally, an entity model is a probabilistic unigram lan-

guage model of the way that a name is discussed. We collect all

references to a name and consider the text surrounding the men-

tion. That data provides us with an estimate of the likelihood that

a word will be used in the context of a person. Our hypothesis is

that the high probability words will provide a useful representation

of who a person is.

We explore our hypothesis primarily on entity models constructed

for people, and to a limited degree for locations. We consider three

tasks to see whether these models are appropriate:

1. We find that the effectiveness of our model when used to

find answers to questions where the answer is known to be a

person’s name or a location is comparable with state-of-the-

art question answering systems.
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2. We consider how well we are able to group people into classes.

For example, determining whether someone is a politician, a

movie star, a terrorist, etc. We find that our approach pro-

vides high accuracy in comparison to other state-of-the-art

techniques.

3. We explore the ability of these models to provide meaning-

ful descriptions of how—and if—two people are related. We

present an evaluation that suggests that we can determine

with high accuracy whether there is a relationship between

people, and that the “descriptions” we generate are generally

good.

Our modeling approach provides an interesting new way to rep-

resent a person (or other entity), and it has broad applicability. Be-

cause it uses the text directly, without deep processing, we expect

that it can be ported to new domains (i.e., not just news) with lit-

tle difficulty. We demonstrate that the models are successful at

addressing a few tasks, suggesting that they may help in an even

broader set of activities.

In the next section we formally describe entity models and over-

view related work toward modeling entities. In Section 3, we de-

scribe a set of experiments that help us determine the parameter set-

tings for building good entity models. Section 4 discusses the ap-

plication of entity models to question answering, Section 5 presents

our work on classifying entities, and Section 6 describes our work

on linking entities and describing their relationship. We conclude

and outline future directions for the work in Section 7.

2. ENTITY LANGUAGE MODELS
We define an entity language model (ELM) to be a probabil-

ity distribution of words that are likely to be used to describe the

named entity. For example, an entity model for George W. Bush

would have president, republican, conservative, and other such

words with high probability. It would also include names of strongly

associated people (e.g., Dick Cheney), places (Texas), actions (cut

taxes), and so on.

Given a large corpus of text, we construct a model for a named

entity E as follows. First we find all occurrences of E in the cor-

pus. We use a named entity extraction system to locate the enti-

ties and to provide an entity type (e.g., person, location, organiza-

tion). If a name occurs as more than one type, we treat each type

separately—e.g., Ford as an organization (company) and Ford as a

person (Henry Ford).

The model is then computed from a maximum of m occurrences

of E in the text and a window of ±n words surrounding each men-

tion. We call these (2n + 1) word windows snippets.

If we pool these m snippets into a combined “bag of words,”

we can calculate a maximum likelihood estimate for any word that



appears around mentions of E.

We remove stop words from the model and use Jelinek-Mercer

smoothing with a background model constructed from the entire

corpus of documents:

P (w|E) = λPml(w|E) + (1 − λ)Pml(w|C) (1)

where Pml represents a maximum likelihood estimator (the propor-

tion of word occurrences in the “bag of words” E or collection C
that are w). Setting λ = 0.6 was determined empirically to work

well for all tasks described here. Throughout the rest of this study,

P (w) or P (w|E) refers to a smoothed probability distribution as

in Equation 1. Whenever the maximum likelihood estimate is used

the notation Pml will be used.

2.1 Related work
It is common in Web retrieval to represent a Web page by the

way that it is described in other pages—that is, by the anchor text

associated with links to the page [2]. Such approaches typically use

a vector space model constructed from the combined anchor text.

Conrad and Utt [8] used fixed-sized windows around a name to

build a pseudo-document of text that represents the name. They

used these pseudo-documents as a method to retrieve names in re-

sponse to queries and as a way to find connections between names.

The pseudo-documents form a type of model that is very similar to

the entity models that we develop here, and which clearly demon-

strated some potential value in the approach. Our work provides a

formal framework for the idea, extends the number of uses to which

the models can be put, and introduces more rigorous evaluations of

the tasks.

Researchers have studied lexical, phrasal, co-occurrence and de-

pendency relations that can be pulled out from spans of text [11,

5]. Pseudo-relevance feedback methods find words that are related

to the query terms to improve the effectiveness of retrieval [24, 19,

14] . Those uses of statistics and others like them are similar to our

building of ELMs in that they find related words.

We know of no work that viewed the probability distribution of

text around a word as a model of its meaning.

3. MODEL QUALITY
In the above discussion we said that an ELM is built from m

occurrences or mentions of an entity, using text snippets of size

(2n + 1) around the mention of the entity. We now consider ways

to determine suitable values of n and m so as to obtain a good

model.

There are a number of ways to capture the information content

of a model [21]: entropy, perplexity and clarity are a few that have

been used in the past. We chose clarity because it has been shown to

be related to effectiveness of information retrieval tasks [9]. Clarity

is the Kullback-Leibler divergence of a model with respect to the

corpus. If the distribution of words in a model is identical to that

of the entire corpus, it will show very low clarity. Models that are

highly focused will have very high scores. Clarity is defined as:

clarity =
∑

w∈V

P (w|E)log2
P (w|E)

Pml(w|C)
(2)

where V is the vocabulary of the corpus C.

We investigated the relationship between clarity scores and the

parameters m and n as follows. We ran BBN’s IdentiFinderTM[3]

on the TREC-8 corpus from TREC volume 4 & 5 to find names

of people, organizations, and locations. That collection of 525,000

documents was gathered from the Foreign Broadcast Information

Service (1996), Federal Register (1994), Financial Times (1992-

Values of n
Entity 12 25 50

Marilyn Monroe 1.92 1.46 1.01

Martina Navratilova 2.25 1.68 1.50

Magic Johnson 1.68 1.39 1.11

Dick Cheney 2.09 1.28 0.86

Bill Clinton 1.49 1.43 0.62

Figure 1: Clarity of five different models where snippets in-

clude n words to either size of the entity.

Name No. of variants Clarity

Alice 3,844 0.85

Betty 506 0.79

Janet 518 0.44

Janet Jackson 2.32

Janet Weiss 2.69

Janet Reno 0.90

Figure 2: Clarity scores for some common first names and the

much higher scores for Janet when combined with surnames.

1994) and Los Angeles Times (1989-1990). IdentiFinder extracted

1,691,654 unique named entities from 14,688,360 occurrences.

We studied how the clarity of the models changed with different

parameter values. Figure 1 shows how the size of the snippet im-

pacts clarity for a sample of 5 models (in all cases m = ∞, so all

snippets were used). As n increases, the clarity of the model de-

creases, presumably because it is more likely to include extraneous

information from the surrounding text. When n is held constant at

12 and the value of m is varied from 50 to 1000, we found some

decrease in the clarity scores.

Some entity names are not specific enough to convey any in-

formation. In other words, models for common names like Janet,

John, and Smith do not represent a single entity and contain mostly

noise. Of course, although Janet may be a noisy model, the name

Janet Jackson represents a more specific entity. Noisy or non-

specific models carry no useful information. Figure 2 lists the clar-

ity scores for five such models and also shows what happens to

the clarity of Janet when it is combined with a surname. Figure 2

also indicates the number of variants of a given first name, where a

variant of E is any other entity that contains E as a substring.

An obvious remaining question is whether a high clarity score

corresponds to an effective model. In the following sections we

will see that optimal values of m and n can be selected based on

the task’s evaluation measure. We will find that the parameters

suggested by the clarity measure will provide generally good per-

formance, but are not always ideal.

4. QUESTION ANSWERING
We hypothesize that entity language models can be used to find

the answer to questions that expect an entity as the answer. Given

a question Q, we are looking for the entity E such that:

E = argmax
Ei∈entitiesP (Q|Ei)

That is, which of the entities is most likely to generate the text of

the question.

Because we are only constructing models for some classes of

named entities, we cannot use a complete question answering eval-

uation corpus. In the TREC-8 QA track [22] 48.5% of the questions



For each query Q
Identify AnswerType

Retrieve D, the top 50 docs returned by

the document retrieval system

Find set A = {ai} of all entities such that

ai ∈ D
type of ai is AnswerType

Remove from A all noisy entities (no. of variants > 1000)

For each ai ∈ A
Find P (Q| < ai, AnswerType >)

Rank the elements of A

Figure 3: Algorithm for finding candidate entities that might

answer a question.

had named entities for answers (28% were people, 18.5% locations,

2% organizations) [1].

Most question answering techniques (e.g., [6]) start by finding

complete documents or passages of documents that are likely to

produce the query, P (Q|D). They then sort through the high rank-

ing passages to find entities that are plausible answers. In contrast,

we build a model of every entity using all (up to m) of the passages

describing the entity and then look to see which entities are most

likely to be a plausible answer.

4.1 Approach
Theoretically, our goal is to estimate P (Q|Ei) for all entity mod-

els in the system so that we can rank them. If our system is accurate,

the correct answer will always appear with the highest probability.

Of course, ranking all 1.6 million entities in the TREC-8 collection

is computationally infeasible.

To reduce the search space, we use a document retrieval system

and a question classification system. (The latter is used by virtually

every question answering system to determine the likely answer

type for a question.) We use the algorithm in Figure 3 to select and

rank possible answers.

The final step of the algorithm requires ranking the candidate en-

tities. The simplest approach would be to borrow directly from the

query likelihood model to rank in the order of decreasing P (Q|Ei).

However we found that the rank of the document from which the

entities were obtained can also contribute to the scores.

Therefore, the entities were also given scores equal to the mini-

mum rank in the ordered set D in which the entity occured. This is

called the document score of an entity. Naturally there are plenty

of ties in this document scoring mechanism and therefore docu-

ment scores are a necessary but not sufficient component of the

total score.

We tried a range of combinations of the two scores and eventu-

ally settled on:

RE = 0.9 · RP () + 0.1 ∗ Rds

where RP () is the rank of the entity when sorted by decreasing

P (Q|E) and Rds is the document score of the entity.

4.2 Experimental setup
To evaluate the effectiveness of entity models for question an-

swering, we turned to the TREC-8 question answering task. A

system was required to present its top five candidate answers for

each question. It was evaluated by the reciprocal rank of the cor-

rect answer, yielding a score of 1, 1/2, 1/3, 1/4, 1/5, or zero for

questions that were not answered in the top 5. The mean reciprocal

System MRR

Cymphony 0.78

ATT 0.67

SMU 0.65

ELM QA system 0.52

IBM 0.48

Xerox 0.37

median 0.28

Figure 4: MRR of the top 5 systems in the TREC-8 QA task on

our 30 questions, sorted by descending MRR.

rank (MRR) was calculated by averaging over all queries.

We selected 30 of the evaluation questions: 25 questions where

the answer was the name of a person and 5 where the answer was

a location. Because we are only building models for entities, it did

not make sense to consider other types of questions at this time.

To find candidate answer entities we used the algorithm of Fig-

ure 3. Rather than actually running a retrieval system, we used the

top 50 documents provided by the TREC evaluation. We did not do

any automatic question classification, instead relying on our knowl-

edge of how the 30 questions were classified. Although this implies

perfect question classification, we felt it was not unreasonable con-

sidering the types of questions that we are considering. We used

IdentiFinder[3] to pull out all candidate entities of the right type.

When constructing entity models, we used all snippets that in-

cluded the entity i.e., m = ∞. In question answering, the risk

associated with using only a fraction of the mentions for the entity

models is that the snippets that contain the answer might get left

out of the model. We did not remove stop words.

To set the value of n, we used a set of five training questions.

The MRR was found to be 0.38 and 0.55 at n = 25 and n = 50,

respectively. Hence, n was chosen as 50.

4.3 Evaluation
Our system found the correct answer in the top five for 23 of the

30 questions (thirteen at rank 1, three each at ranks 2, 3, and 5,

and one at rank 4). This corresponds to a MRR of 0.52 (loosely

speaking that means that on average we got the answer at rank of

about 2).

We compared our system to the top five performing systems at

TREC-8. The reciprocal ranks of each of these systems and for

the median system for each question were obtained from the TREC

proceedings [22]. Figure 4 tabulates the MRR of each of these

systems for our test set of 30 questions. It also includes our system,

which would have placed fourth in that year’s evaluation (on those

questions and with perfect classification).

In most cases where the answer was not found, it was because

the answer was way below in the ranked list of answers. However

in two cases, the answer was not found because of tagging errors.

For Q64, Who was the voice of Miss Piggy? (Frank Oz), the er-

ror was caused by IdentiFinder’s tagging Oz as a location, and the

name Frank was not considered as a candidate answer because we

filter out noisy entities. For Q73, Where is the Taj Mahal? (Agra),

IdentiFinder tagged all instances of Agra as an organization, and

our algorithm only considers terms tagged as locations as possible

answers to this question. Both of these errors suggest that a better

mechanism would be to consider all AnswerTypes in the algorithm

of Figure 3, perhaps giving higher weight to the type identified by

the classifier. We leave that effort for future work.



5. CATEGORIZATION
Analogous to document categorization (classification), which is

the automated assignment of documents to certain predefined cate-

gories (classes), we consider entity categorization. We believe that

just like document categorization, entity categorization has applica-

tions in retrieval, organization, and browsing. This section strives

to determine whether or not we can do a good job of classifying

people into different categories like movie stars, sports figures, etc.,

by means of our entity models.

We approach this task in four different ways. The first is a lan-

guage modeling variant of a K-nearest neighbors (KNN) algorithm.

The second, which we call the class models approach, is a variant

of centroid based clustering [12]. In addition to the above two ap-

proaches, we also used the Rainbow toolkit [16] for categorization

using naive Bayes [15] and maximum entropy [18] as baselines.

These have been shown to have good performance.

5.1 Approach
The 5 Nearest Neighbors (5NN) approach is as follows. The

entities in a training set are initially assigned to their classes on the

basis of human judgments. An entity E to be classified is compared

to each of the elements of the training set to obtain its 5 nearest

neighbors. The confidence of a class i is determined by
Ci

k
where

k = 5 (for 5NN) and Ci is the number of entities among the k
nearest neighbors that belongs to class i. E is put into the class

with highest confidence. Ties are broken arbitrarily.

In our second approach, the class models approach, given train-

ing entities E1 to ET for a given category C, the combined class

model for C is defined as:

P C

ml(w) =

∑
T

i=1 P i

ml(w)
∑

w′∈V

∑
T

i=1 P i

ml
(w′)

(3)

where P C

ml(w) is the maximum likelihood probability of word w
in the model for class C, and P i

ml(w) is the maximum likelihood

probability of a word w in the model for entity Ei. This maxi-

mum likelihood model is smoothed using Jelinek Mercer smooth-

ing (Equation 1). Class models are built for each of the predefined

classes. Given an entity E′ to be categorized, the similarity of its

distribution to that of each of the classes is computed. The entity is

put into the class it is most similar to.

Both approaches involve computing the similarity of two prob-

ability distributions. A number of similarity measures exist for

this purpose. A popular measure is the KL-divergence (which we

negate to form a similarity):

D(p||q) =
∑

w∈V

p(w)log
p(w)

q(w)
(4)

It measures the average inefficiency of using one distribution to

encode another. KL divergence can be used for the class based

approach. This measure does not allow for zero probabilities and

hence smoothed probabilities have to be used.

For the KNN approach we needed a symmetric similarity mea-

sure. Variants on KL divergence (e.g., Jensen Shannon) did not

perform well, so we instead considered measures that treat two dis-

tributions as vectors and apply geometrically motivated functions

such as Euclidean distance, cosine or L1. The L1 metric is given

as,

L1(p, q) =
∑

w∈V

|q(w) − p(w)| (5)

The L1 distance metric is symmetric and is applicable to both al-

gorithms (when converted to a similarity). Whenever the L1 metric

was used the maximum likelihood estimates were used. Experi-

ments suggested that L1 performed well in measuring the distance

between two entities.

In addition, naive Bayes and maximum entropy classification

were used as for document classification. All the snippets corre-

sponding to a given entity were collapsed into a single document.

In this way there was one document for each entity containing all

the snippets that contribute to its entity language model. Then the

Rainbow toolkit was used just as in a document classification task.

Stop words were discarded from the snippets when building the

entity models.

5.2 Evaluation model
We used the TREC-8 corpus just as in the question answering

task. The following categories were chosen by inspecting a subset

of the list of entities in the corpus. A total of 162 entities were

obtained by searching the Internet and scouring the corpus. The

categories are as follows:

Politics Political figures (48 entities)

Pop Pop or rock music stars (12 entities)

Composers Classical music composers (13 entities)

Actors Movie actors (37 entities)

Sports Tennis and basketball stars (52 entities)

The data was first split into two sets

• Train, a training set (55 entities). The (arbitrarily chosen)

training entities consisted of 15 entities each from the Sports,

Politics, and Actors categories, 4 from the Pop, and 6 from

the Composers category. Wherever initial labeled data for

training was needed, it was obtained from this set.

• Test, a test set (107 entities). All testing was done using this

group of entities.

This is not a large set of classes or instances, so results should

be taken with a grain of salt. Our intent though is to show that

entity models have some value for classification and this data set is

sufficient to support that belief.

5.3 Experiments
For each approach we ran 10 trials, varying the training data for

each trial. Although the Train dataset includes 55 entities, we ran-

domly selected 40 for each trial, the only requirement being that

each of the trials had the same number of training instances per

category. We then classified the 107 entities in Test into one of the

five categories and calculated accuracy. The final accuracy for a

classifier was the average over the 10 trials.

We calculated results for the two baselines, for 5NN with the L1

distance measure, and for the class models approach using both the

L1 and KLD distance measures. In all cases, we set the snippet

window to include 25 words (n = 12). We set m, the number of

snippets incorporated into the model, to either 300 or ∞. Figure 5

shows the results.

To get a sense of how the algorithms confused the classes, we

ran another experiment where each algorithm was trained using all

55 entities (rather than only 40) in Train, setting m = 300 and

n = 12. Figure 6 shows the confusion matrix for the class models

approach with the L1 distance measure. The figure suggests that it

is easy to mistake several types of entities as pop stars: all pop stars

were classified correctly, but 4 additional entities were assigned to

that class. The general trends were similar across all classifiers,

though the specific classes that were troublesome shifted: naive



Algorithm Similarity m,n Sports Actors Politics Comp. Pop Average

5NN L1 ∞,12 95 ± 3 81 ± 5 88 ± 1 100 + 0 97 ± 4 90 ± 2

300,12 96 ± 2 95 ± 0 81 ±2 78 ± 5 100 ± 0 90 + 1

Class Models KLD ∞,12 75 ± 3 40 ± 6 77 ± 1 57 ± 0 30 ± 5 65 ± 2 *

300,12 82 ± 1 61 ± 5 87 ± 1 63 ± 0 38 ± 0 76 ± 2 *

L1 ∞,12 91 + 2 90 ± 4 89 ± 2 100 + 0 100 + 0 91 ± 1

300,12 94 ±0 99 ± 2 81 ± 1 86 ± 0 100 + 0 91 + 0

Naive Bayes NA ∞,12 94 ± 3 82 + 5 92 + 1 86 ± 0 79 + 6 89 ± 1

300,12 97 ± 3 87 ± 5 92 ± 3 86 + 0 86 ± 7 92 + 2

Max Ent NA ∞,12 84 ± 3 97 ± 2 88 ± 2 77 ± 7 56 ± 10 86 ± 2 *

300,12 86 ± 3 96 ± 1 91 ± 1 81 ± 5 56 ± 8 87 ± 2

Figure 5: Percent accuracy for each of the classifiers. Boldface indicates the highest in the category. A two-tailed t-test was performed

to compare the average accuracy of each classifier (last column) to Naive Bayes with m = 300,n = 12. Statistically significant

differences (at P < 0.05) are indicated with an asterisk.

Actual class

Spo. Pol. Act. Comp. Pop (FA%)

Spo. 34 4 0 0 0 10.5

Pol. 1 28 0 1 0 6.6

Act. 0 0 21 0 0 0.0

Comp. 0 0 0 6 0 0.0

Pop 2 1 1 0 8 36.4

Accuracy(%) 91.8 84.8 95.4 85.7 100

Figure 6: Confusion matrix for the class models based ap-

proach using 55 training and 107 test entities. m = 300,

n = 12, and the distance metric was L1. Average accuracy

is 90.65%. Columns represent the actual class and rows rep-

resent assigned class (e.g., there were 33 politician entities that

were assigned into three different classes).

Bayes and maximum entropy tended to incorrectly place entities

into the actor class.

In Section 3 we showed a relationship between the clarity score

of an entity and m, the number of snippets used to build its model.

We posited that high clarity would lead to better accuracy in tasks

using entity models. To explore that issue, we used the classifi-

cation task to see how entity clarity relates to entity classification

accuracy.

For each of the 107 entities in the test set, we calculated their

accuracy (averaged over 10 trials) when used in the class model

approach with KL distance. We then grouped the entities into bins

based on their clarity scores. Figure 7 shows the relationship be-

tween clarity (on the X axis) and accuracy of entities in three cat-

egories with that clarity (Y axis). The other two categories (Com-

posers and Pop-stars) showed similar trends but the number of test

entities in these cases were too few to establish conclusive results

and therefore have not been shown.

Classification accuracy peaks in the 3.5-4 range, indicating that

high clarity yields better performance (on average). Interestingly,

entities that are too clear do as poorly as entities that are unfocused.

This situation arises when there are very few mentions of an entity,

so the model is built from few snippets and is quite sparse. The

sparseness means that it is quite different from a broad background

model (so clarity is high), but also means that it is not sufficiently

general to classify well (low accuracy). Low clarity scores mean

that the entity’s model is so broad (similar to the background) that

it could encompass anything, so it does not lend itself to accurate

classification.
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Figure 7: Relation of classification accuracy to clarity scores

for the class models based approach.

5.4 Discussion
A column-wise look at Figure 5 indicates that on average the

class models based approach using KL divergence performs the

worst. On average the highest accuracy is attained by the Naive

Bayes classifier using n = 12 and m = 300. The L1 measure on

both the 5NN and class models approaches performs almost equally

well. On a per-class basis one of 5NN or the class models approach

usually performs better.

The class models approach using KLD, and maximum entropy

with n = 12, m = ∞, performed significantly worse than naive

Bayes (marked by * in the table). All other approaches are statisti-

cally comparable to the naive Bayes classifier.

For a fixed number of training instances, the data used for train-

ing causes some variation in accuracy. Figure 5 shows that Politics

and Sports exhibit low variance, whereas Actors and Pop-stars ex-

hibit, in general, lower accuracy, higher variance and a higher false

alarm rate. This effect is because of the vocabulary of the snippets

used to build the entity models. Politicians and sports stars appear

in the news for typical reasons, whereas news articles about ac-

tors and pop music stars cover a multitude of subjects ranging from

gossip to movie reviews. Hence the entity models for a single ac-

tor may contain a surprisingly rich vocabulary. That point explains

their lower classification accuracy. The accuracy of the actors class

model also depends on the training data. For example, if an actor



like Elizabeth Taylor is used to train the Actors model, the accu-

racy may drop because Taylor appears in the news quite often for

reasons having little to do with acting.

6. ASSOCIATION DISCOVERY
In this section we explore the possibility of finding relationships

between entities and descriptions of those relationships. For ex-

ample, finding that Navratilova and Graf are connected because of

their tennis activities.

We propose a method that does not rely on co-occurrence of

names to extract relationships, but uses similarities in the way that

they are described. We also do not restrict ourselves to finding asso-

ciations within certain classes or groups. So although a tennis star

is more likely to be associated with another tennis star, we hope to

discover relations across groups like tennis stars and movie stars.

Our method can be extended to build associations of the form

Tennis → Graf, that is, where the links are not just between entities

but also include classes of entities (as in the previous section). Once

this is obtained it can used to build a taxonomy of people, places

and, organizations. This can then be used as a topic or concept

hierarchy [20] or like the Yahoo hierarchies. This is thus a start

to using language modeling to generate hierarchies and association

graphs.

The problem of finding relationships between items is a typical

text mining challenge [7, 10, 13], though co-occurrence techniques

and/or careful natural language processing are more likely to be

used in that arena. The work by Conrad and Utt [8] found connec-

tions between names by both co-occurrence (related names occur-

ring the pseudo-document of a name) and by similarity (querying

the pseudo-documents).

6.1 Relation discovery
Our goal is to discover relations between entities and to obtain a

description of the relationship.

Rather than using the distance measure L1 directly (shown in

Section 5 to perform well for categorization), we define a symmet-

ric similarity measure overlap between two entities as overlap(p, q) =
1 − L1(p, q)/2. (This value is the extent to which the two proba-

bility distributions intersect.) The overlap measure ranges from 0

for no overlap to 1 for perfect overlap.

Does the overlap measure correspond to actual relationships? To

find out, we compared seven entities to 107 others and ranked the

749 pairs in order of decreasing overlap. The list was given to each

of two evaluators. They were instructed to indicate the strength of

the association with a value from the set (0,0.25,0.5,0.75,1) with

zero indicating totally unrelated and one indicating completely re-

lated. Associations in this case were not restricted to select cate-

gories like Sports or Movie stars, but could be much broader. The

scores assigned by both evaluators for each relationship were aver-

aged. This average was binned by overlap score and the average in

each bin was computed. Figure 8 shows the very strong relationship

between our calculated overlap score and the average relatedness

score in each bin.

The overlap measure can also be used to build a network of re-

lated entities as shown in Figure 9. A set of 25 entities were com-

pared against each other; any overlap value over 0.20 caused a link

between the two entities. In the graph, the connected components

are clearly related to each other.

6.2 Relation description
A relationship between two entities can be thought of as a dis-

tribution of words that might be used to describe the relationship.

We want to obtain a language model of the relationship between
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two entities, each of which is represented by its own model. Using

that relationship model, we can find high probability terms that we

hypothesize will describe the relationship meaningfully.

Using the overlap measure, a model for the distribution of the

relation between entity E1 and E2 is obtained as follows:

P R

ml(w) =
min(P 1

ml(w), P 2
ml(w))∑

w′∈V
min(P 1

ml
(w′), P 2

ml
(w′))

(6)

P R(w) = λP R

ml(w) + (1 − λ)Pcoll(w) (7)

where P 1
ml(w) and P 2

ml(w) are the maximum likelihood estimates

of the word w in the models for entities E1 and E2, respectively,

and we set λ = overlap(P1, P2). Equation 6 computes a new dis-

tribution which captures the intersection of the maximum likeli-

hood distributions of the models for E1 and E2, and then normal-

izes its size to 1.0. Equation 7 models the relationship using a mix-

ture model of the distribution obtained in Equation 6 and the col-

lection. The motivation behind setting λ equal to overlap(P1, P2)
is that in the case where there is less overlap, more weight is given

to the collection model. When E1 = E2 the relationship model is

the maximum likelihood model of the entity.

Stop words were removed in the construction of the entity mod-

els for this task. Our goal is to find descriptive words, so we felt it

was simpler to include only content words in the modeling.

Figure 10 illustrates some of the high probability words derived

from three sample pairs of entities. Only terms with a probability

over 0.01 are listed.

6.3 Evaluating Relation Descriptions
Generally it is difficult to evaluate the quality of automatically

generated descriptions. We chose to determine the quality of our

results by asking human annotators to judge what was done.

We generated a set of entity pairs by randomly selecting 25 enti-

ties and then comparing each of those to another 106 entities. We

discarded any of the 2,650 pairs that had an overlap score below

0.20, resulting in only 69 pairs considered strongly enough related

to be evaluated. For each such relationship, the top 10 terms with a

value of P R(w) > 0.01 were extracted. We called this set of terms

a “relation description” for that pair.

We hired two undergraduates to evaluate the relationship de-

scriptions. They were asked to evaluate each term in the relation

description and indicate whether or not it was descriptive of the

connection between the two. The evaluators made their judgments

independently and then worked together to adjudicate the results.

The evaluators were asked to use their own a priori knowledge

of how two entities were related, not to research the issue. One

evaluator thought 63.8% terms were relevant and the other thought

61.8% were. When they worked together they found 61.7% terms

relevant.

To score a relationship, we averaged the scores of all of the terms

in the description. We have three scores for each pair: one from

each judge and the result of adjudication. Figure 11 shows a dis-

tribution of the relationship scores. It is clear that most of the re-

lationships had high scores (0.5-0.8), suggesting again that the de-

scriptive words are generally on target.

6.4 Discussion
Our goals in this section were two-fold: (1) to determine if two

people are related, and if so, (2) to try to find the terms that describe

how they are related.

Figure 9 gives an idea of the kind of relations our system ex-

tracted. It is easy to see that entities of a given category cluster

together. For example, as illustrated in Figure 10, Pete Sampras

shows most similarity to Steffi Graf (another tennis player), less

overlap Actual description

E1 E2 score relation of relation

Term P (w)
Pete Stefi 0.39 Tennis champion 0.026

Sampras Graf players wimbledon 0.023

match 0.020

tennis 0.019

open 0.013

Pete Michael 0.17 Sports player 0.015

Sampras Jordan players

Pete Gerry 0.01 None no terms

Sampras Rawlings extracted

Figure 10: Example of the top few terms in some sample rela-

tion descriptions.
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affinity to Michael Jordan (another sports person) and the least

affinity to Gerry Rawlings (a politician).

We also tried to quantify the quality of the relationship model

using human judgments. The evaluation of the relation scores gives

an insight into the quality of terms generated for the relationship

model. Figure 10 gives a peek into some of high probability terms

of these relationship models.

An evaluator’s idea of whether terms describe a relationship de-

pended largely on his or her prior knowledge of vocabulary in a do-

main. For example, one relation where the evaluators had a signif-

icant difference of opinion (before adjudication) was that between

Andre Agassi and Steffi Graf, both of whom are tennis players. One

evaluator was aware of the details of tennis and marked domain

specific terms like seed relevant. The other knew little of tennis,

so felt that seed was a non-relevant term. There were also some

differences of opinions such as one marking dollars as a relevant

term to describe the relation between Arnold Schwarzenegger and

Madonna, two successful Hollywood personalities.

We have shown a new method for modeling and describing re-

lations. Evaluation is as subjective as anything else in information

retrieval, but the trends seem clear.



7. CONCLUSION AND FUTURE WORK
We have defined entity language models, a probabilistic repre-

sentation of how entities are described. The model depends only on

the ability of finding references to a name and collection snippets

of unstructured text around those references. No sophisticated nat-

ural language processing or understanding or knowledge databases

beyond that are used. An entity is represented entirely by how it is

described.

We have shown that entity models are rich enough that they can

be used to find answers to fact-based questions that expect an en-

tity as an answer. We compared our results on that type of questions

to more elaborate systems used in the TREC-8 question answering

evaluation and showed that this approach would have been compet-

itive. An obvious next step is to try our technique on later TREC

evaluation tasks. It may also prove interesting to model other en-

tities such as dates, numbers, and so on. Although it is difficult to

imagine a model for 53, models of 1776 or September 11, 2001

seem promising.

We also showed that entity models can be used to classify enti-

ties into already defined groups. Our experiments in this task used

a small set of classes and so should be viewed cautiously. However,

our results were competitive with existing classification approaches

that are known to perform well. We have begun building a substan-

tially larger set of entities and putting them into classes.

Finally, we showed that it is possible to used entity models to

determine whether or not two entities are related and, if so, to de-

scribe their relationship with reasonable accuracy. We believe that

we may be able to find better descriptions for at least the cases

where the names are mentioned together somewhere in the text.

For entities that are strongly related but that are not described to-

gether, we may not be able to do better than use a list of words or

phrases.

We are pleased that entity models have worked so well on these

preliminary tasks. We are exploring additional ways that entity

models can be used, including connecting them into data mining

systems, incorporating them into news tracking systems, and lever-

aging them for summarization of the personalities involved in a

story.
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