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ABSTRACT

Pseudo-relevance feedback (PRF) via query expansion has
proven to be effective in many information retrieval tasks.
In most existing work, the top-ranked documents from an
initial search are assumed to be relevant and used for feed-
back. There are some drawbacks to this approach. One
limitation is that there might be other relevant documents
which were not retrieved or considered for the the feedback
process. Another issue is one or more of the top retrieved
documents may be non-relevant, which can introduce noise
into the feedback mechanism. Term-level diversification, on
the other hand, uses an effective technique for identifying
terms associated with query aspects or subtopics. We pro-
pose a new iterative feedback method that combines PRF
with aspect generation to improve feedback effectiveness. In
our experiments, we discovered a new property of conver-
gence of feedback terms that was incorporated into the PRF
process. We show that the resulting method significantly
outperforms the baseline relevance model.

CCS Concepts

•H.3.3 Information Search and Retrieval → Retrieval
Models, Relevance Feedback;
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1. INTRODUCTION
Local feedback techniques such as pseudo-relevance feed-

back (PRF) have been used to improve retrieval performance
without user interaction[18, 12, 15, 6, 13, 14]. They have
been shown to work better than global context analysis[17].
PRF uses the top retrieved documents to extract expansion
terms and weights those terms according to some model,
such as tf.idf. Although this approach has generally proven
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to be effective, there are limitations. Non-relevant docu-
ments may be retrieved, introducing noise into the term se-
lection and weighting process. Other relevant documents
containing important terms may not be retrieved at high
ranks. One way to address these limitations is to improve
the existing pseudo-relevance feedback techniques [8, 4, 11].
Another is to change the assumptions behind PRF. Term-
level diversification uses an effective technique to discover
terms that describe different aspects or subtopics related
to a query [1]. By using this technique to select terms for
PRF, we change the assumption that the top-ranked docu-
ments are relevant and instead assume the top-ranked docu-
ments describe the important aspects. Another assumption
we change is that a single iteration of feedback will be the
most effective. In the orginal implementations of relevance
feedback, multiple iterations were used and not found to be
effective. These experiments were, however, done on small
collections and using manual relevance assessments [15]. We
propose an automatic iterative method for PRF that incor-
porates the aspect generation technique from term-level di-
versification. Specifically, we use the DSPApprox method
to discover aspects and compare this to a simple tf.idf term
selection method. In our experiments, we show that feed-
back terms do in fact converge over multiple iterations and
that the aspects generated produce significant improvements
compared to the well-known RM3 baseline and a single it-
eration of PRF.

The rest of the paper is organized as follows. Sec. 2 details
the related work. In Sec. 3 we explain the methodology and
then Sec. 4 details the experimental setup. Sec. 5 shows the
results and in Sec. 6 we discuss and analyze the findings.
Finally, Sec. 7 concludes the paper.

2. RELATED WORK
A variety of approaches to automatic query expansion for

improving the performance of retrieval queries have been
previously studied. Pseudo-relevance feedback has proven
to be a successful technique for query expansion [9, 6]. It
has also been shown to be effective for query classification
[18], query translation, and spelling corrections.

Lavrenko and Croft’s relevance model (RM3) algorithm
[6] is a pseudo-relevance feedback method developed for the
language modeling framework. The standard formulation
of this method involves submitting an original query (LM),
using the resulting ranked list to perform weighted query
expansion, and performing a second round of retrieval. We
compare our results to this method. Lv and Zhai used a
boosting approach-FeedbackBoost [8] that iteratively selects



and combines basis feedback methods. In each iteration, a
basis feedback method is selected to improve those queries
on which the already selected basis feedback methods per-
form poorly in terms of both effectiveness and robustness.
It uses a linear combination of these basis feedback methods
as its final feedback model. Kurland and Lee proposed an
iterative pseudo-feedback approach to ad hoc information
retrieval using cluster-based language models [5]. In this
method, an initial set of documents are retrieved based on
vector space model. Then the retrieved documents are ana-
lyzed based on the context of all terms in a document and
query using clustering. Li and He used a pseudo relevance
feedback method [3] named iterative probabilistic one-class
SVMs to re-rank the retrieved images; but their intended
application is not a direct scoring of potential retrieval can-
didates.

Aspect based-retrieval approach has been studied in re-
trieval and diversification tasks [1, 16]. An aspect repre-
sentation determines how the information needs underlying
a query are represented as multiple aspects of the query.
Generating these aspects automatically is not as well under-
stood. A topic term extraction algorithm named DSPAp-
prox was proposed by Lawrie and Croft [6, 7] for hierarchi-
cal multi-document summarization. This method was also
incorporated in term level diversification by Dang and Croft
using the vocabulary of the retrieved documents for auto-
matic aspect or topic generation [1]. Harman and Buckley
recognized that weak aspect coverage [2] in the resulting
feedback model or final expansion model is something algo-
rithms must detect and remedy to avoid query drift. Our
technique also addresses this issue by covering various as-
pects and then using the most important ones for the feed-
back process.

3. METHODOLOGY
Our method identifies the possible aspects iteratively and

uses the most important ones for PRF. To generate these
aspects, we compare the DSPApprox method and a simple
tf.idf term selection method. Let S be the set of possible
aspects that could be generated by a query Q. Let K be the
number of aspects generated per query in every pass. Let
N be the number of documents we use to generate these
aspects. Here K, N are free parameters whose values need
to be determined. Let the feedback terms generated using
the top N documents on query Q in the intermediate step
by aspect generation method be t1, t2, t3..., tK . Now we have
generated K new queries- Q ∪ t1, Q ∪ t2, ..., Q ∪ tK and our
set S contains maximum K aspects. We repeat the process
with each of the generated K queries until no new terms are
found. We discard duplicate terms generated in any of the
iterations. For preprocessing, we removed stop-words, used
stemming and case folding before applying the algorithm.

The problem formulated above can be represented as a k-
ary tree data-structure, where root node represents the base
query. The K possible child-nodes, represent the interme-
diate queries Q ∪ t1, Q ∪ t2, ..., Q ∪ tK . Each of these child
nodes can further have K child nodes making maximum of
K2 nodes (possible queries) at level two and the process goes
on the same way for every level. There was considerable
overlap in the aspects generated, and as duplicate aspects
are discarded, there were neverK2 nodes at level 2 or higher.
Let S0, S1, S2, ... be the aspect sets generated at each level.
Our final aspect set S is {S0 ∪ S1 ∪ S2, ...}. Algorithmically,

this problem could be solved by breadth first search using a
queue data-structure. This approach is what we use in our
iterative search method. Though we had put thresholds on
the maximum number of feedback terms to be considered
and on the number of levels the algorithm should search it-
eratively, we never reach any of the threshold conditions as
terms converged before reaching these thresholds.

Our research shows a new property of convergence in the
application of multi-level PRF (i.e., there are no new terms
after a certain level). This convergence was achieved on all
the queries of the dataset with the DSPApprox method as
well as tf.idf weighting. This happened due to the overlap
of aspects with every feedback query. From the converged
set, we then selected the best terms for PRF.

One might argue that the above algorithm may be slow
and hence not good for an online setting even if it produces
good results. This concern is addressed by the fact that the
above algorithm could easily be parallelized by distribut-
ing the feedback queries on multiple servers while maintain-
ing a shared set for the aspects generated across systems.
Our analysis section also shows that the algorithm runs fast
even without parallelism because the convergence is achieved
quite quickly.

3.1 Aspect Generation
Aspects denote the multiple possible intents, interpreta-

tions, or subtopics associated with a given query. It is an
explicit idea expressed within a query. For example, in the
query ”painting on wood” there is a ”painting” aspect and a
”wood” aspect. Logically, documents covering both of these
aspects would be considered relevant. More generally, a doc-
ument will have a higher degree of relevance the more query
aspects it includes.

Automatic construction of these query aspects has been
difficult and the techniques have generally relied on manu-
ally created descriptions of the aspects. Term-level diversifi-
cation is also an explicit approach which uses terms without
grouping. We use a greedy algorithm named DSPApprox
to generate these aspects. The algorithm [10] iteratively se-
lects terms from the candidate topic term set T. The utility
of each term is the product of its topicality and predictive
ability. At each step, the algorithm selects the topic term
t∗ ∈ T with maximum utility. Then, it decreases the pre-
dictive ability of other topic terms that predict the same
vocabulary. This ensures that topic terms from the uncov-
ered part of the vocabulary will emerge for selection in the
next iteration. The algorithm stops once the utility of all
candidate topic terms reaches zero, indicating that all vocab-
ulary has been covered and we get the list of top feedback
terms. In the tf.idf based selection method top terms with
the highest weights are used and added to the aspect set. In
the end, top terms with highest tf.idf weighing are selected
from the final set (after conver- gence) as aspects. As the
DSPApprox approach covers more diverse topics [1] the set
of terms generated after convergence are different than the
tf.idf term selection method.

4. EXPERIMENTAL SETUP

4.1 Dataset
We experimented with the Robust Track of TREC 2004

which has 528,155 news articles. We use all the 250 queries
in this set for our experiments. The Robust Track data is



a standard ad hoc retrieval testbed with an emphasis on
the overall reliability of IR systems and it contains difficult
queries for a heterogeneous data set. This data set is called
”Robust04” in the following discussion.

4.2 Baselines
In order to evaluate the effectiveness of our technique,

we used two methods as baselines for comparison. The
first baseline (RM3) is one of the most effective and robust
pseudo feedback methods under language modeling frame-
work. It uses the query likelihood score of a feedback doc-
ument as the weight and estimates a query language model
(for feedback) based on weighted aggregation of term counts
in the feedback documents. The second baseline uses the
terms generated by single iteration of PRF. This baseline
helps us evaluate whether the top terms we chose from the
converged set are better than the terms chosen from the set
obtained after level one, highlighting the importance of the
convergence property.

4.3 Parameter Settings
Our technique needs to choose optimal values for the fol-

lowing hyperparameters in order to get maximum prediction
accuracy:

K : # of aspects requested per query
N : # of top documents considered to generate aspects
r : # of feedback terms added to original query
fborigWt : weight(importance) to base query terms vs feed-

back terms
We used grid search method to determine the best values

for these parameters. The best combination we obtained was
K = 50, N = 10, r = 10, fborigWt = 0.8. The tuning of other
free paramters- maximum # of aspects to be considered and
maximum # of levels to explore was not required as we
quickly obtained convergence for all 250 queries.

5. RESULTS
The results were evaluated on various standard metrics.

The first and second columns in the table shown below are
the baseline results obtained using the RM3 and one-level of
PRF respectively. The next two columns presents the results
obtained by our iterative search method which uses query
aspects generated via tf.idf weighting and the DSPApprox
technique respectively.

Table 1: Results on Robust04. † indicates signifi-

cantly better than baseline for 0.05 as threshold for

p value

Metrics vs
Method

RM3 Baseline-2 Using
TF-IDF

Using
DSPApprox

MAP 0.250 0.256 0.267 † 0.277 †
P@10 0.425 0.427 0.442 † 0.445 †
P@20 0.362 0.366 0.376 0.375

NDCG@10 0.425 0.417 0.432 0.436 †
NDCG@20 0.412 0.409 0.421 † 0.424 †

R@10 0.139 0.140 0.149 † 0.147 †
R@20 0.210 0.217 0.221 † 0.221 †

The mean average precision (MAP) improved by 6.8% and
10.8% respectively compared to the relevance model (RM3).
Our method also does a better job on ranking the top 10

and 20 documents. The results confirm that our method
significantly outperforms the baseline methods.

Figure 1. shows the number of aspects which were gen-
erated for each query after the convergence was achieved.
The average # of aspects generated by tf-idf weighing and
DSPApprox method were 188 and 148 respectively. Hence,
on an average iterative search using DSPApprox method
converges faster.

Figure 1: # of aspects generated for each query after

convergence

6. DISCUSSION
Our experimental results clearly show that the quality of

aspects generated through the iterative process were much
better as it led to significant improvement in the accuracy.
Our method covered most of the aspects and then used the
top ones as feedback terms while the baseline methods were
choosing highest tf.idf weighing terms from the top N doc-
uments. Iteratively, our algorithm explores relevant docu-
ments which in turn gives us more effective feedback terms.
To further strengthen our argument, we tried using feedback
terms from a much larger pool of documents and the accu-
racy declined compared to the baseline results. Thus, the
iterative process retrieves higher numbers of relevant doc-
uments that we couldn’t get through RM3 based pseudo-
relevance feedback.

There are several other questions that need to be ad-
dressed. In first place, why does convergence even happen?
Intuitively, generation of similar aspects led to the conver-
gence. Our algorithm converged by level 2 and 3 for K values
50, 25 respectively. Another question which arises from our
work is whether the DSPApprox method and tf.idf selection
method generated the same set of terms after convergence?
The answer to this question is no as neither are the terms
generated by both the methods the same nor is any of them
subset of the other. DSPApprox tries to identify terms based



on topics, hence it would try not to retrieve a term which is
already covered in terms of topicality. This seems to be the
most appropriate reason why the average number of aspects
retrieved by this algorithm are less compared to the other
technique we used. There is a high overlap, however, in the
terms generated by both the algorithms.

One might argue that more number of non-relevant doc-
uments could be generated as we are doing multiple passes.
Even if one or more of the top retrieved documents is non-
relevant (which could introduce noise in feedback process),
our method doesn’t just use these documents as it iteratively
explores them and the final set of feedback terms are taken
from the converged set. Our experiments with the tf.idf se-
lection method also proved this hypothesis. P@10 tells us
how many in the top 10 retrieved documents are relevant and
nDCG@10 tells how close we did compared to the ideal rank-
ing if we consider the top 10 documents. We used the top N
(= 10) documents for feedback in every pass and as P@10,
nDCG@10 have improved, this shows that our method gen-
erates fewer non-relevant documents and less noisy feedback
terms. Our assumption was that top-ranked documents de-
scribe the important aspects instead of being relevant when
we used term-level diversification. This hypothesis is also
supported by the improvement in the MAP values.

7. CONCLUSIONS
In this paper, we presented an iterative algorithm which

does multiple passes of PRF. We experimentally discovered
a new property of convergence that helped us to select bet-
ter feedback terms, thereby improving the retrieval effective-
ness. We also conclude that the knowledge of initial set of
top documents is not necessarily sufficient to generate high
quality feedback terms. The technique also proved effective
to avoid noisy terms which is a drawback in PRF. Our ap-
proach is efficient and can be easily parallelized to make it
more useful for online setting.

There are several possible avenues along which our work
could be extended in future. We can cluster the terms from
the converged set and then use it for diversification. Our
technique may prove effective for query classification tasks.
We are also interested in using other families of feedback
methods in our iterative search.
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