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ABSTRACT

The prevalence of social media applications is generating po-
tentially large personal archives of posts, tweets, and other
communications. The existence of these archives creates a
need for search tools, which can be seen as an extension of
current desktop search services. Little is currently known
about the best search techniques for personal archives of so-
cial data, because of the difficulty of creating test collections.
In this paper, we describe how test collections for personal
social data can be created by using games to collect queries.
We then compare a range of retrieval models that exploit
the semi-structured nature of social data. Our results show
that a mixture of language models with field distribution es-
timation can be effective for this type of data, with certain
fields, such as the name of the poster, being particularly im-
portant. We also analyze the properties of the queries that
were generated by users with two versions of the games.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms

Design, Performance, Experimentation

Keywords

Personal social media collections, Facebook, Twitter, search
evaluation, semi-structured document, desktop search

1. INTRODUCTION

The growing popularity of social media applications such

as Facebook, Twitter and Google+ has generated huge archives

of potentially useful information. From an individual’s point
of view, these social media services provide frequent up-
dates, and considerable personal archives of posts, tweets,
and other communications can accumulate. The existence
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of these personal archives creates a potential search problem
that is not addressed by global search mechanisms such as
Twitter search® and Facebook search?. In this paper, we fo-
cus on studying the personal search tools that can be viewed
as an extension of current desktop search services.

Research on desktop search has focused on the problems
of developing test collections[6], retrieval models, and eval-
uation methods. Despite this research, results are currently
only known for more “conventional” document types such as
email or office documents; information about search tech-
niques for personal social archives is quite limited. To un-
derstand this new type of personal search, we explore and
evaluate a range of search techniques on test collections cre-
ated using personal archives from social applications. In
particular, we focus on the task of known-item search on
personal social archives, as known-item queries are the most
frequent type of request in a desktop environment[5]. More-
over, according to Teevan et al [15], people have reported
that attempting to re-find previously encountered informa-
tion with global Twitter archives usually ended in failure,
showing that this is both a real and difficult problem.

Another property of social media data is the rich set of
fields associated with the content, which is usually presented
in the form of semi-structured documents. Exploiting this
structure can be helpful for improving retrieval performance
as well as understanding field characteristics. Several field-
based retrieval techniques [12][13][6] have been proposed to
deal with semi-structured text for typical desktop data. The
common principle among these approaches is to estimate the
weights representing the query intent over structural com-
ponents for query terms. Specifically, the probabilistic re-
trieval model for semi-structured data (PRMS) [6] has re-
ported effectiveness improvements based on per-term weight
estimation. However, little is known about suitable retrieval
models for social media data, which has some significant dif-
ferences such as document length compared to typical desk-
top data.

In this paper, we propose a method for building test col-
lections from personal social media data. We collect per-
sonal archives from Facebook or Twitter as the document
collections. Two types of human computation games, Doc-
Track[7] and MemRecap, are proposed for collecting known-
item queries from real users. Based on the test collections,
we are able to compare a range of retrieval models that ex-
ploit the semi-structured nature of social data. Our results
show that a mixture of language models with field distribu-
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tlon estimation can be effective for this type of data.

To better understand our data, we analyze the properties
of the queries as well as the associated field distribution in-
formation. In sum, we find that (1.} the queries collected
using the MemRecap game could potentially be more re-
alistic. (2.} Further analysis of field importance indicates
that certain fields, such as the name of the poster, can be
particularly important for retrieval. (3.} There is a high
correlation between manual-specified query fields and fields
estimated using field distribution models, which can be the
key to better retrieval performance.

In the rest of the paper, we first introduce related work in
Section 2 and detail the approach to building test collections
in Section 3. The retrieval models studied are described in
Section 4. Sections 5 and 6 respectively analyze the query
set and the field information. In section 7, we show retrieval
performance using different approaches, and conclude the
paper in Section 8.

2. RELATED WORK

The task of searching personal social media collections is
related to a number of research areas including building test
collections, semi-structured document retrieval, known-item
search, desktop search, and microblog search.

The difficulty of evaluating search on personal social data
results from the lack of awvailable test collections. Human
computation games [8, 7] suggest a way of collecting queries
based on an inferaction that involves asking users to search
in response to displayed documents. We extend the Doc-
Track game [7] by enabling users to manually specify field
information. We further propose another type of game,
MemRecap, as an attempt to obtain realistic queries in the
absence of real query logs.

Soclal media data is usually described with a rich set of
fields in the form of semi-structured documents. Previous
work [6, 9, 12, 13] has explored modeling field importance for
retrieval, as assoclating words with fields can be viewed as a
hidden process in query formulation. Kim et al.[6] proposed
a probabilistic retrieval model based on collection statistics.
We explore several new ways to estimate field weights, as
well as the feasibility of interpolating various language mod-
els based on a series of field distribution estimations.

Searching personal archives including email and documents
on desktop machines has been studied to some extent [9,
18, 3, 4], and is usually modeled as a task of known-item
search[5]. The accumulation of personal social data can be
viewed as a new type of collection on the desktop; however,
little is currently known about the best search techniques
for this type of data. The emergence of new tools such as
Greplin® has provided web services for personal search en-
zines.

Our work 15 related to microblog search such as the official
Twitter Search which globally retrieves documents (tweets)
from the entire collection. However, the focus of Twitter
Search 1s not on individuals or personal archives and docu-
ments may often be ranked based solely on time[2]. Other
aspects of searching Twitter have been explored, including
event detection [14][17], locating topics of interest[10][19],
and mining opinions[16]. Facebook search emphasizes social
relationships, and provides search based mainly on people
or organizations. Our research, while using data collected
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Figure 1: Overview of a personal social media col-
lection.
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Table 1: Statistics of Facebook and Twitter data.
Facebook Twitter

User  #0Q #Doc User #Q #Doc
userd 33 19741 userd 41 127512
userl 87 165068 | userd 58 24833
user? 38 47087 user7 &0 92891
userd 82 2812% user® 62 14505
userd 80 42224 userd 60 32714

from Twitter and Facebook, differs from the previous work
in that we focus on searching personal archives.

3. BUILDING PERSONAL SOCIAL MEDIA
COLLECTIONS

In this section, we detail the steps taken to build personal
social media collections, which include documents, queries,
and relevance judgments. A personal document collection
contains a set of documents that an individual could have
seen previously by using social media applications. [n prac-
tice, we assume the possible set of viewed documents for a
user 15 composed of his own postings as well as all other
postings of his friends from either Facebook or Twitter. For
each personal document collection, we also collect two types
of known-item queries, &Jpr and ¢}y 7, based on the human
computation games DocTrack and MemRecap. Figure 1
provides a high level overview of a personal social media
collection.

3.1 Document Collection — Facebook

To collect the set of documents that a user may have
viewed, we obtained authorization to gather the postings
related to a set of users and their friends within a period of
time* using the Graph API ® supported by Facebook. We
store each posting as a XML file, which is regarded as a
document in the collection. Table 1 shows the total number
of documents collected for each of the 5 individuals involved
in our experiments.

Facebook data is rich both in terms of the various types of
postings as well as XML fields. The most common types are
“status”, “link”, “photo” and “video”. The XML fields con-
tain nested information over a collection of sources. Given
that our focus is on conducting known-item search on the so-
cial media collections, we flatten the field structure and keep
only the more informative and interesting content. Specifi-
cally, we merge some of the fields and in total use 14 single-
layered fields including uname (usernames of the posters
and/or receivers}, msg (main body of text in the post},

407 /01 /2010-02/01 /2011
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Figure 2: Flowchart of collecting (Jpr based on the
DocTrack game.

pct (post created time}, put (post updated time}, cmtname
(usernames involved in the comments}, cmtmsg (all com-
ment texts}, ct (comments created time), likename (user-
names who “like” the post}, link (content of the post is typed
as “link™}, description (texts describing link content}, cap-
tion (title of links}, olink (other links that may appear any
place in the post}, pname (usernames involved in photos},
and aname (usernames involved in albums).

3.2 Document Collection — Twitter

Similar to Facebook, we construct a personal document
collection for Twitter by gathering postings of a set of indi-
viduals together with postings from the people they follow.
We have collected 5 personal collections from Twitter. The
statistics are shown in Table 1.

Again, we discard XML field information such as “the
background color of a user profile” that is unlikely to be used
in a query by users. In total, we keep 11 flattened single-
layered fields consisting of text (main body of tweet text}),
uname {usernames of poster}, replyname (usernames of peo-
ple being replied}, sre (source of media used for tweeting
such as smart phones or web}, time (post created time}, link
(links that may appear any place in the post}, re-text {main
body of retweeted text}, re-uname {usernames of poster be-
ing retweeted}, re-replyname, re-src, and re-time.

3.3 Query Set — DocTrack

To complete the test collections for known-item search,
test queries along with the corresponding relevance judg-
ments are required. The task can be done with human com-
putation games that reduce the cost of collecting data as
well as providing higher motivation for users’ participation.
The DocTrack game proposed by Kim et al [7] functions by
first showing two documents to users within a limited pe-
riod of time, and asking them to randomly search one of the
documents by typing in a query. Following [7], the search
system was implemented using Apache Lucene® which dif-
fers from the retrieval models in Section 4 and avoids biased
results towards certain models. Users can refine their queries
for about 3 times if they cannot find the target documents.
DocTrack simulates the situation that a user has seen a doc-
ument before, and tries to recall it later. The randomness
of choosing one of the two documents is designed to make it

Bhttp://lucene.apache.org/
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Figure 3: Flowchart of collecting (},; 5z based on the
MemRecap game.

Personal
social media
collection

more difficult for users to formulate queries. Following this
procedure, pairs of DocTrack query and target documents
{{(@ o7, Dr}} can be collected. For a known-item query, the
relevance judgments are also provided by the association be-
tween each pair of ((Jor, Dr}. Figure 2 illustrates the flow
chart of the DocTrack game.

Occasionally, users remember information such as “the
person who wrote a message” or “the time when a posting
was posted”. We assume that this type of structural in-
formation could potentially help retrieve target documents.
We therefore extended the DocTrack interface by allowing
users to specify fields from which a query term comes during
the process of typing queries. For example, given a query
“Jessica basketball game”, we provide an optlonal method
for users to specify a structured query as “Jessica.user bas-
ketball. message game.message”.

3.4 Query Set - MemRecap

Despite the effectiveness of DocTrack as demonstrated in
previous research [7], the queries (Jpr can still be different
from real queries that can only be gathered via a real search
log system on personal collections. Moreover, we found some
potential improvements that can be made for the DocTrack
game. The time restriction on reading documents is dif-
ferent from a typical scenario of reading soclal media post-
ings on the web. In addition, as DocTrack requires users to
search the target document after reading, the search algo-
rithm could potentially affect how users formulate queries.
Also, we follow the original design of DocTrack game in [7]
that all the query terms should be exactly matched with the
terms in documents. That is, in order to retrieve the target
documents, users need to formulate queries using words that
are 100% from the target documents.

In an attempt to produce more realistic queries, we de-
signed the second game, MemRecap, as illustrated in Fig-
ure 3. MemBRecap takes the same set of target documents
{Dr} previously collected by DocTrack as input. During
each round of MemBRecap, users are asked to read as many
d € {Dr} as they want without time limitation, under the
constraint that users are confident of memorizing all of them.
The set of documents read is denoted as D'. After users
finish reading, they are directed to another page where the
contents of the documents are no longer available and where
they can type queries for D', As users may have read quite
a few documents in each round, we provide users with hints
which help them correctly remember the documents. In par-
ticular, we show the profile pictures of people involved in
each document to the users, which could strike a balance of



providing hints as well as keeping the words in the document
hidden. Users can start another round of reading documents
after they finish formulating queries, and the process repeats
until there is no more d € {Dr} unspecified.

MemRecap gathers a new set of queries {Qnr} based on
the target documents Dt previously collected by DocTrack.
This makes us possible to compare the queries {Qpr} and
{Qmr} that share the same source document. Moreover,
MemRecap makes modifications based on DocTrack by re-
moving the time constraint and the search requirement. Also,
MemRecap provides a free-text interface for users to type
their queries. In such case, users are not required to for-
mulate queries using only the words from target documents,
which can be realistic in some cases where users have vague
memories.

For MemRecap, we do not collect field information as in
the DocTrack game. As users can choose as many docu-
ments to read as they want, it could be difficult for them to
accurately remember which field a query word should belong
to, as opposed to the two documents in DocTrack. The av-
erage number of documents that users read in each around
is four.

4. RETRIEVAL MODELS

Social media documents contain richer field information
and fewer words than typical documents. In this section, we
propose several retrieval methods that could potentially be
suited to the search task. We denote Q = {q1,q2,...,¢n}
as a query sample from either Qpr or Qur, and use f =
{f1, f2,..., fm} to represent the fields of a document. Fur-
ther, F' = {Fy, F>, ..., F} denotes the fields from the per-
spective of collections; that is, each Fj is composed of f;
across all the documents in the collections.

4.1 Query likelihood model (QLM)

We use the well-known query likelihood model as a base-
line for retrieval, which ranks documents according to the
probability of generating a term ¢; from a document d.

P(Q|d) = HPQL(Qi|d)

=1

4.2 Proximity model (Prox)

A proximity model helps identify phrases by emphasizing
words appearing within a pre-defined window”. The Prox
model helps to test the assumption that query terms are
likely to appear in close proximity to one another in relevant
documents, and is formulated as:

Pprox (Q|d) = Punm‘dered(ql cee qk:|d)
4.3 Field specific model (FSM)

The correct association of a query term with its source
field could potentially help retrieval performance. Given
information about the association (g;, f;), we can retrieve
documents by taking into account only the appearance of
query term g; in a certain field f; as:

Prsu(Qld) = [ [ Por(ail f3,d)

=1

"The window size is 8 in our experiments.

Specifically, the probability Por(g:|f;,d) is calculated by
dividing the number of times ¢; appearing in f; by the length
of entire document. In our experiments, FSM is only used
for the Qpr queries as we collect field information using the
DocTrack game.

4.4 Field distribution model (FDM)

Since the correct association of words and fields is not al-
ways available, an alternative that estimates field weights
for semi-structured documents has been shown to be effec-
tive in previous research [6, 9, 12, 13]. In this approach,
a set of weights w = {wy,wa,...,wm} over a set of fields
f=A{f1, f2,..., fm} is estimated for each of query term g;;
that is, a probability distribution over the fields is estimated
for each ¢;. Mathematically, the family of FMD models can
be formulated as:

Prpm(Qld) = szijPQL(qi‘fjvd)

i=1j=1

In the following sections, we describe an existing weight es-
timation technique as well as several proposed estimators.
Alternatives exist for the calculation of Pgr(g:|f;,d): to di-
vide the number of times ¢; in f; by the length of field f;
or by the length of entire document d. Finally, we combine
together all of the FDM models.

4.4.1 Probabilistic Retrieval Model for Semi-structured
Data (PRMS)

The PRMS model proposed by Kim et al [6] estimates
field importance based on statistical information from docu-
ment collections. Kim et al [6] reported improvements in ef-
fectiveness for PRMS compared to several other field-based
retrieval methods[12, 13]. The PRMS model computes a
weight as follows:

P (g Fy) P (F))
wyy = P(Fylq) =
1 Pl = P (@) P ()

Specifically, the weight w;; corresponds to a posterior
probability P(F}|g;) that calculates the probability of map-
ping a query term g¢; to a field F;. The PRMS model fo-
cuses on the term distribution in each field by considering
the probability Pas(¢;|F;) that measures how many times a
¢; is included in a Fj. Pa(Fj) is a prior representing how
much belief one has in the field Fj, and is uniformly set
according to Kim et al.

PRMS calculates the Por(¢:|f;, d) by division by the length
of field f;. For comparison, we add a variation of PRMS us-
ing the division by the entire document length, and denote
this variation as FDMprms. Except for PRMS, we adopt the
definition of division by the entire document length thorough
the paper.

4.4.2  Probabilistic Model using All Fields (FDManr)

In contrast to PRMS, we can also use the term distribu-
tion over all fields, with the advantage of estimating field
importance according to the entire collection. In particular,
we calculate the probability, P(q; € Fjl¢; € F), that mea-
sures how likely a term ¢; belongs to a field F; compared
to all other fields F' in the collection. P(q; € Fjlqi € F)
can be efficiently calculated based on the number of times
¢; appears in each Fj. w;; can be computed accordingly by
normalizing over all possible fields for a g;.




{a) Facebook Doctrack (b)Facebook MemPRecap o) Twitter, Doctrack (d] Twitter, MemPRecap

045 T T

T T T
fhusend —— o4

T T T
fhuserd —— twusers ——

L i 4 - - i 045 -
" oe fhuserl w035k fhuserl m " oe twuzser W o
ERA fouserz —— L pa| fouserz —— | L 05 twuser7 —— L Q35
LI fbuserd —=— L ook buserd —s— _| LT Y twuzerd —e— | o e
F ol fbuserd 1 & %:C b I userd 1 & esfp
T 22y wa——" 5 gl —] = & wg——T 5 02[
® 02 \ 1 & 5 ® 0z 1 ® %L
1 b ol
ol 1 005 = o1 7 005
o I I Rr— o I I I I i o I o
1 2 El 4 5 & T 2 1 2 El 4 5 & T 1 2 El 4 5 1 2 El 4
query length query length query length query length

Figure 4: Query length distribution for DocTrack and MemRecap queries on Facebook and Twitter.
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4.4.3  Probabilistic Model using Field Size (FDMrgi,e)

‘We further study the feasibility of using the size of fields
as an indicator for weight estimation. We assume that the
more words a field contains, the more likely it is that a query
term belongs to that field. We also normalize the weight by
Vit

Wiy =

1Bl |7
ZZFjEF|FJ'| FEF ZFjEF|FJ'|

4.4.4 Probabilistic Model on Field Prior (FDMpp,ier )

Different characteristics of the fields make them not equally
important for search. We can incorporate prior knowledge
concerning the effectiveness of different fields in the retrieval
process. The Prior(F;} can be viewed a function for esti-
mating how much belief one has for a certain field, and can
be estimated in various ways. In Section 6.2, we show the
estimation of Prior(F;) based directly on retrieval effective-
ness.

Wiy

4.4.5 Mixture of Field distribution model (FDM,..:,)

Correct field importance estimation can be challenging.
To this end, we incorporate together all of the FDM with
each as a basic indicator, where the alm is to potentially
combine the advantages and reduce the disadvantages of
each of the models. We linearly combine the confidence over
the fields by specifying a set of parameters I' = {-y, } to each
FDM. Mathematically, w;; is estimated as,

Z Z r}’kwi'cj

L EF k

1 k
Wiy = EZ’Y:cw«;j, Z =
P

where wffj corresponds to the estimation of the &** FDM.
In total, we use the models FDM s, FDM g, FDMpg,.,
and FDMgprier, and I' = {y} are uniformly distributed
without prior knowledge.

4.5 Mixture of language models

A linear interpolation of individual retrieval models helps
estimate the overall joint conditional probability based on
several conditional probabilities. Accordingly, we combine
QLM, field-related models{FSM /FDM} and Prox models us-

ing either two (Mix; pp} or three (Mix; 3} of them.

Mixy.paz linearly combines QLM with FSM, Prox, or FDM .

models, which rank documents in proportion to the interpo-
lated probabilities. A € [0,1] is a free parameter specifying
the importance for each model, and is cross-validated and
set to 0.8 in this paper, which is consistent with [1].

QLM+FSM: rank(d} = AP(Q|d} + (1 — A} Pram(Q|d}
QLM+Prox: rank(d} o AP(Q|d) + (1 — A} Poroz(Q|d)
QLMAFDMpi: rank(d) o< AP(Q|d) + (1 — A} Prme=(Q|d)

Mixy s further combines 3 types of language models
together. Mg, Ar and Ap are parameters controlling the
welghts of different models, with the sum of them equal to
1. Ao, Ar and Ap are empirically set to 0.8, 0.1 and 0.1,
which is consistent with [11] in a sense that QLM is most
highly weighted.

QLM+4FSM+Prox:

rank(d} o« AQP(Q|d} + Ar Prem (Q[d} + ArPoro= (Q| €}
QLMA+FDMy5+Prox:

rank(d} < Ag P(Q|d} + Ar Prmiz(Q|d)} + Ap Porox(Qd)

5. ANALYSIS ON DOCTRACK AND MEM-
RECAP QUERY SETS

In this section, we compare the two types of test queries,
Gor and @y e, from statistical and retrieval effectiveness
perspectives. Our finding suggests that the §wmr queries
can potentially be regarded as more similar to real queries
than ot queries in our environment.

5.1 Query length distribution

We first examine the distributions of query lengths for
the DocTrack and MemRecap queries. Figure 4{a}(b)} show
the percentage of queries of different lengths for (Jpr and
s r in Facebook collections. It can be observed that there
is around 10% of (Jpr queries with length 1, compared to
0% in Qarr. When users are formulating &} o queries, it is
more likely for them to randomly pick a word to remember
as aresult of time limitations on reading documents. In this
case, the intention of users, according to the design of the
DocTrack game, is to find the target document rather than
to recall something that they have seen in the past. Another
reason for the one-word queries in DocTrack is because users
tend to refine the query by downsizing and dropping query
words if they could not retrieve the target documents; this
may lmply the querying behavior is influenced by the search
system In DocTrack.

For (Jarr, users formulate their queries using at least two
words. The time restriction of DocTrack also makes the



Table 2: Average t-test p-values between MRR samples of DocTrack and MemRecap queries. Results are
reported for Facebook and Twitter collections using various retrieval models.

p—value QLM Prox PRMS Fprms FA]]F FFsizE FFpriDr Fmix Q+P Q+Fm Q+Fm+P
Facebook avg 09980 0.001% 0.783% 07836 09980 00930 (09939 (00207 00980 09980 (0.99%0
Twitter avg 09786 0.0001 07812 07712 09877 09877 09877 009612 097687 09877 09877
1
CocTrack B2 Table 3: Statistics of field information for Gpr.
oa - MemBecap NN | -
Facebook Twitter
06 g user F#words Perc® user F#words Perc%
Al i 0 S 0.0487 | & 106 0.9528
1 160 0.9937 a 141 1.0000
B2 1 2 T8 0.5512 7 105 0.9904
o 3 217 0.9493 3 171 1.0000
Facebook  Tuitter 4 130 00064 | O 124 0.0012
avg 134.4 0.8609 avg 129.4 0.9686

Figure 5: Average term overlap rate for DocTrack
and MemRecap queries on Facebook and Twitter.

query length of §pr (average 2.68} shorter than Qe (av-
erage 3.69). Similarly, we find that 45% of DocTrack queries
have query length 2, while query lengths of 3 (29%) and 4
(31%} are more common in MemRecap queries. For exam-
ple, “pic” and “pic being tan” are the DocTrack and Mem-
Recap queries for the same target document.

Moreover, a small portion of DocTrack queries (3% aver-
agely} were very long because users could randomly mem-
orize a sentence under the pressure of limited time, which
can be unrealistic. For example, “not getting enough sleep
is bad” and “lecture sleeping” are the DocTrack and Mem-
Recap queries for the same target document. For the case of
MemRecap queries, long queries of length 6 or 7 are mainly
composed of “uname” together with several other words de-
scribing the content of “msg”. One example of long queries
in ¢} prr 18 “bon jovi suffer olympic stadium finland”.

Similarly, Figures 4(c}(d} show the distribution of query
lengths for Jor and (Jarr in the Twitter collections. The
length of the majority of ¢)amr queries is one word longer
than ¢)pr queries. It can also be observed that, comparing
queries across Facebook and Twitter, queries for Facebook
are usually longer as a result of postings having more infor-
mation in Facebook archives.

5.2 Term overlap rate

We examined the rate of exact matches between query
and document words in Figure 5. According to the design
of DocTrack game, there is 100% term overlap rate in all
cases, while there is about 20% of query words in @ 7 that
are not included in Dy. We believe both types of queries
can be useful for testing the effectiveness of our retrieval
algorithms. GJpr can represent the case that users have
sharp memories about the known documents, whereas Glar
provides some degree of uncertainty to represent the case
where users could have vague memories. Also, we examine
the non-matched words of (Y s and find that reasons such
as misspelling, different verb tenses, synonyms, or simply
errors can account for much of the 20% mismatch.

From Figure 5, we can see that the term overlap rate
of @wmnr 15 higher for Twitter collections. This is because
the length of Twitter documents are usually shorter which
makes it easier for users to recap the document content.

5.3 Retrieval performance deviation

Comparison of the retrieved results is useful for under-
standing the degree of compatibility between queries from
the perspective of search systems. Accordingly, we compare
the distribution of retrieval scores between DocTrack and
MemRecap queries. Specifically, the two-talled student’s t-
test, which has the advantage of being suitable for small
datasets and belng sensitive if the data meets the require-
ments of the test, determines if two datasets differ signifi-
cantly based on the null hypothesis. Based on this test, we
conclude that two distributions are not significantly different
from each other if the resulting p-value of the two empirical
samples is greater than a certaln threshold.

Table 2® reports the average p-values over 5 users between
G pr and G}y g respectively for both Facebook and Twitter
collections. From Table 2, the two types of queries consis-
tently agree with each other, except for the Prox model. The
significant difference (p-value < 0.05} for the Prox model
suggests that users tend to memorize consecutive words from
target documents in order to generate queries in DocTrack
cames. However, in the MemBRecap game, users do not ex-
hibit the same tendency as they were given sufficient time to
zo through the content of the documents in detail. For the
other retrieval models, Jpr and Glarr are similar to each
other.

6. ANALYSIS ON FIELD INFORMATION

Another focus of this paper is to analyze the field distribu-
tion of query words and how this distribution can potentially
affect retrieval performance. In this section, we describe the
distributions for the manual-specified fields as well as the es-
timated fields based on the retrieval model FDM ;.. Note
that we collect manual-specified field information only based
on the DocTrack game, and therefore we focus on the ot
queries here.

6.1 Statistics of Field Information

Though not required, users are recommended to specify
fields for query words in DocTrack game. In Table 3, we
show the total number of words and the percentage of words
that are specified with fields. We can see that users are
generally willing to specify fields when formulating queries

® Abbreviations: Q(QLM), P(Prox}, F,(FDM;.}.
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(more than 85%}, which makes the following analysis more
reliable.

Moreover, for the set of query words manually specified
with fields, we are interested in how the field information is
distributed. From Figure 6 %, it can be observed that most
query words are associated with the “msg”/“text” (46% in
Facebook and 65% in Twitter} or “uname” (32% in Facebook
and 11% Twitter} fields. Words specified with “cmtmsg”
(15%} or “re-text” (15%)} also share a fair portion of all the
fields, while the rest of fields are seldom addressed. The

fields involving time information are never specified.

6.2 Field importance for retrieval

A straightforward approach to understanding the impor-
tance of fields for retrieval is to search using each of the
fields individually. As a baseline for comparison, we first
retrieve documents using (o7 based on QLM where fields
do not get involved. Then for each field F}, we search with
a FSM model where words specified with F; are restricted
to that field while others remain the same as in QLM. For
example, “Jessica basketball.message game.message” would
be the query we issue if we were to inspect the performance
impact of field “message”. Figure 7(a} and Figure 8(a} show
the MRR results of search using the F-field-specific FSM

5Fields that are never specified are omitted in the figures
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model as well as the QLM model'®.

We also explore the impact of fields when the manual-
specified field information is no longer available. In this case,
for each query term g;, as an approximation, we adopt the
top-weighted field Fi,p1 = arg MaX.,, F; as the field which
g: belongs to. Specifically, we use the FDMy,;, model to es-
timate field weights and select Fiop1 for each g;. Similarly,
we conduct search based on field-specific FSM model for
each F}, and the retrieval performance can be found in Fig-
ure 7(b} and Figure 8(b}. From these figures, we summarize
several findings:

s Comparing manual-specified and predicted fields, the
retrieval performance using predicted information is
worse. This indicates that using only a single field suf-
fers from incorrect prediction and inevitably decreases
performance.

& The agreement rates between manual-specified and pre-
dicted fields are 64% and 70% for Facebook and Twit-

ter collections.

» For facebook data, “uname” is more helpful than other
fields both with (Fig. 7(a}} or without (Fig. 7(b}} man-
ual specifications. This supports the intuition that
named enfities such as person names show strong cor-
relation with better performance, and that an infer-
face design that emphasizes specifying person names
in the query could potentially help retrieve relevant
documents. The specification of “msg” field, contrary
to our expectation, is no better than simple QLM. This
may be because that the words in message fields are
more common and can be found in several fields, and
therefore restricting to the message field does not pro-
vide further information.

e For Twitter data, similar trends, such as better effec-
tiveness from “uname” can be found. In particular,

1°The default Dirichlet smoothing with mu=2500 is used.
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the restriction to “text” results in a large drop of per-
formance compared to QLM. This could be the result
of frequent retweets in the Twitter corpus. For the
case of retweets, QLM considers a query term g; twice
in “text” and “re-text”while FSM counts just once for
either of the 2 fields.

Finally, let us recall the FDMpp,io, model in Section 4. In
this paper, we normalize the retrieval performance across the
fields to estimate the function Prior(F;}. Specifically, we
take 20% of queries from each user for Prior( F;} estimation.

6.3 Field distribution of query terms

In addition to associating g; with only a single field as in
Section 6.2, we now focus on understanding the field distri-
bution for each query term. First we introduce the nota-
tions: vector V™™ = (v1, v2,. .., vm} describes the manual-
specified field distribution for a query term g;. For example,
(1,0, ..., 0} can be used to describe g; is manually specified
“uname” in Facebook. If ¢; is not manually specified with a
field, V™" is then uniformly distributed. Vector V:Dpl on
the other hand represents the estimated field distribution
for g;, and 1z always composed of a series of “0” or “1" as
only the top-weighted field is considered. Finally, the vector
V;FDM records the real-valued field distribution for each g;
based on the estimation of FDM ;. model.

For each query term g;, we may describe it using the three
vectors V™", VP! and V" PM . We are then able to sum-
marize the characteristic of each personal collection with 3
average vectors V7507, V:S;l, and V;:?M by taking the aver-
age over the set of query terms. Moreover, we compute the
Pearson product-moment correlation coefficient of (Va":g“,
V:f,”g’l) and (V;32™, V;?M} for each personal collection, as
shown in Figure 9. The two figures show a consistently
higher correlation of (V757, V;:?M) than (V72" V;:;l .
This finding shows that modeling g; using a field distribu-
tlon is reasonable. Also, in the following section, we show
the retrieval performance based on field distributions can be
very effective and even better than manual specifications.

7. RETRIEVAL EXPERIMENTS

In this section, we compare the retrieval effectiveness of
the various models described previously. Firstly, we describe
the experimental setup. Then, we detail the retrieval per-
formance of the models for the Facebook and Twitter col-
lections.

7.1 Experimental Setup

The test collections used for evaluation include 10 personal
social media collections, with 5 gathered from Facebook and
the other 5 from Twitter. For each personal collection, the
gquery set is composed of two types of queries, GJor and
s r, which are collected based on DocTrack and MemRe-
cap respectively. To ensure the quality of queries, we keep
queries that have their target documents ranked in the top
50 by the DocTrack game as suggested in Kim et al, which
may cause different numbers of queries for each user. Table 1
details the statistics of the collections. Moreover, we use the
mean reciprocal rank (MRR) for effectiveness measurement
as we focus on the task of known-item search. There is only
one relevant document for each query, and the relevance
judgments are the same for the Gpr and (urr queries.

We index the personal collections using the Indri toolkit!!,
where documents are stemmed with the Krovetz stemmer
and no stopwords are eliminated. We show the effective-
ness across various retrieval models discussed in Section 4,
including QLM, FSM, FDM with different estimators, and
finally the mixture of the language models. Specifically, we
cross-validated and fixed the smoothing parameters for each
retrieval model.

7.2 Performance on Facebook Collections

In the following, we summarize several observations from
Table 4 and Table 5. Table 4'? shows the retrieval per-
formance for ¢Jpr on the Facebook collections. (1.} We
see that the simple QLM model (the baseline model} can be
very effective with an average MRR of 0.7519. FSM, though
with extra field information, is merely comparable to QLM
as field specification can sometimes be too restrictive. The
Proximity model alone iz not as effective, indicating that
query words can sometimes be scattered in the documents.
(2.} For the FDM models, including PRMS, FDMpgus,
FDManr, FDMggze, and FDMpprior, have similar results
and are close to the performance of QLM. We further take
a uniform mixture of FDM models to form FDM ., whose
performance is the second best of all FDXM models. Though
FDM 55 15 not the top-performing FDM model, the effect
of combining different FDM estimations can be complemen-
tary, and reduces the risk of being biased to current collec-
tions.

From Table 4, (3.} we see that combining different lan-
cuage models including Mix; ez and Mix; s can signifi-
cantly improve retrieval effectiveness, with Mix; 3 outper-
forming Mix; 2. This shows that combining evidence from
the document, the fields, and the words location is bene-
ficial to retrieval. (4.} The use of manual-specified fields
can be more precise than field distribution estimated by

FDM ;. for the combined models, and thus QLM-+EFSM and

(QLM+FSM+Prox are consistently better than QLM+FDM .

and QLM+4+FDM i +Prox.

"http://www.lemurproject.org/indri/
12 Abbreviations:Q{QLM), F(FSM), P(Prox}, F, (FDM, ;.. 1.



Table 4: MRR of Qpr on Facebook collections. * is marked for p-value < 0.05 compared to QLM.

user QLM FSM  Prox PRMS Fpms Faur  Frsize Frprior Fmix Q+F  Q+P  Q+Fm Q+F+P Q+Fn+P
0 0.7581 0.7833 0.7254 0.7643 0.7842 0.7603 0.7825*% 0.7851% 0.7892* 0.7963* 0.7967* 0.7798 0.8102* 0.8110%
1 0.7643  0.7012% 0.5360% 0.6474* 0.7225% 0.6791* 0.7218 0.7333 0.7057* 0.7846 0.7723 0.7617 0.7891 0.7663
2 0.7608 0.7743 0.4844* 0.7397 0.7504 0.7638 0.7589 0.7706 0.7799 0.7654 0.7513 0.7951 0.7875 0.7851
3 0.7712  0.8142% 0.7585 0.8351*% 0.7377* 0.7582 0.7636 0.7716 0.7634 0.8046* 0.8328% 0.7623 0.8430* 0.8337*
4 0.7051 0.7114 0.5201*% 0.7037 0.7026 0.7190 0.7190 0.7383% 0.7422 0.7829% 0.7398 0.7134 0.7735% 0.7439*
Avg 0.7519 0.7568 0.6048* 0.7380 0.7394 0.7360 0.7491 0.7597 0.7560 0.7867 0.7785 0.7624 0.8006* 0.78380*

Table 5: MRR of Qyr on Facebook collections. * is marked for p-value < 0.05 compared to QLM.

user QLM Prox  PRMS Fprms Faur  Frsize  Frprior Fmix = Q+P Q+Fm Q+Fm+P
0 0.7781 0.5101* 0.7631 0.7558 0.7822 0.7930 0.8009 0.7916 0.8000 0.8167* 0.8236*

1 0.7824 0.4225* 0.6928* 0.7472 0.7425* 0.7756 0.7756 0.7493 0.7725 0.7929 0.7834

2 0.7447 0.2092* 0.7460 0.7399 0.7216 0.7137 0.7430 0.7268 0.7446 0.7447 0.7582

3 0.7995 0.5364* 0.7978 0.8129 0.8303* 0.8212 0.8214* 0.8231* 0.8573* 0.8044 0.8745*

4 0.7239 0.3164* 0.6859 0.7122 0.6753* 0.7092 0.7071 0.7132 0.7417 0.7415 0.7533
Avg 0.7657 0.3989* 0.7371 0.7536 0.7503 0.7625 0.7696 0.7608 0.7832 0.7800 0.7986*

For the other test query set Qar, we report the MRR in
Table 5 for each retrieval model except for the ones asso-
ciated with manual-specified fields (e.g., FSM, QLM+FSM
and QLM+FSM+Prox). From Table 5, (5.) similar trends
such as that the basic QLM sets a high baseline and Mixs
outperforms all other approaches can be observed. There
are, however, differences compared to Qpr. (6.) The Prox
model works significantly worse for Qs r, which we believe
is because users have more time on reading in MemRecap
and formulate queries based on the entire document. In this
case, the query words of Qar can be more scattered than
Qpr, causing poor effectiveness for the Prox model alone.

Finally, (7.) comparing performance across Q@ pr and Qur,
we can see that queries collected based on MemRecap tend
to be more effective despite the fact that words in Qpr are
exactly matched with the target documents. Several rea-
sons have been discovered for this. Users have more time to
understand document contents in MemRecap. Also, with a
search-based mechanism, users tend to downsize the query
length in the DocTrack game if they have incorrectly mem-
orized document content and couldn’t locate the target doc-
ument. It seems more natural for users to formulate queries
using stemmed (root) vocabularies, as can be observed in
MemRecap queries. Considering the exact match approach
in DocTrack, non-stemmed vocabularies such as past tense
verbs could cause word mismatch between queries and doc-
uments.

7.3 Performance on Twitter Collections

We also show the retrieval performance of Qpr and Qumr
for Twitter personal collections, respectively in Table 6 and
Table 7. The overall trend of performance is consistent with
the results of Facebook collections. The QLM model sets a
high baseline for finding the target documents. The individ-
ual FDM models do not outperform the QLM model; how-
ever, together Mixp vz and Mixpms can significantly improve
the baseline performance. The Prox model alone works
poorly for MemRecap queries as previously.

Comparing performance across the Facebook and Twitter
collections, we can see that the effectiveness of retrieving
Twitter documents is on average higher than that of Face-
book collections. In this case, the shorter length of Twitter
documents makes it easier for retrieval models to identify

the target documents as there is less information contained
in the tweets. For the same reason, we find it is challeng-
ing to improve baseline performance using the mixture of
language models. The limitation comes from the fact that
exploiting field structures as well as proximity information
can still be similar to just using the plain text of document,
as the document can be too short to contain extra text in-
formation.

8. CONCLUSION

In this paper, we propose the viewpoint that social media
archives can serve as a new type of personal documents in
the desktop environment. It is clear that providing search
tools can be important; however, the lack of publicly avail-
able test collections makes evaluation difficult. To address
this, we describe how text collections for personal social
data can be created. In particular, we use human compu-
tation games, Doctrack and MemRecap, to collect known-
item queries from real users. We also explore a range of
retrieval models that exploit the semi-structured nature of
social data.

Our results have several interesting aspects. The retrieval
experiments show that a mixture of language models Mixy,m3
with field distribution estimation can be effective for this
type of data. Also, we see that certain fields, such as poster
name, can be particularly important for retrieval. This
provides a hint for future search applications that letting
users specify names can potentially enhance retrieval per-
formance.

This work has focused on evaluating search using a sin-
gle collection from either Facebook or Twitter. In future
work, it would be important to deal with multiple types of
social media documents simultaneously, which can involve
the task of type prediction as in the desktop environment.
In addition, the nested XML structures could potentially
contain information that could improve retrieval, but is cur-
rently not being considered in this paper. Finally, we are
implementing a personal search application on desktop and
mobile platforms. With this search tool, not only can we
satisfy the user needs of retrieving known items, but real
queries can be acquired for further research.



Table 6: MRR of Qpr on Twitter collections. * is marked for p-value < 0.05 compared to QLM.

user QLM FSM Prox PRMS Fprms FAllF FFsize

FFprior Fmix Q+F Q+P Q+Fm Q+F+P Q+Fm+P

0.7305 0.5841* 0.5728* 0.6831 0.7154 0.7215 0.6078*

0.7125 0.7051 0.7431 0.7516 0.7488 0.7541 0.7338

0.9402 0.9103 0.8678* 0.9389 0.9329 0.9326 0.9114

0.9431 0.9431 0.9454 0.9402 0.9431 0.9454 0.9402

0.7550 0.7320 0.7751 0.7702 0.7719 0.7584 0.7660

0.8353 0.8245 0.6855* 0.8002 0.8568 0.8264 0.7848

0.8156 0.8197 0.8393 0.8237 0.8286 0.8393 0.8259

5
6
7 0.7753 0.7148* 0.7319 0.7761 0.7624 0.7124* 0.6965*
8
9

0.7133 0.7012 0.6027* 0.7059 0.6984 0.7399 0.7053

0.7098 0.7286 0.7401 0.7339 0.7356 0.7531* 0.7459

Avg 0.7989 0.7469 0.6921* 0.7808 0.7931 0.7865 0.7411

0.7872 0.7857 0.8086 0.8039 0.8056 0.8100* 0.8023

Table 7: MRR. of Qur on Twitter collections. * is marked for p-value < 0.05 compared to QLM.

user QLM  Prox PRMS Fprms  Fanr

FFsize

FFprior Fmix Q+P Q+Fm Q+Fm+P

0.7802 0.5102* 0.7396 0.7496 0.7419

0.7353

0.7310* 0.7401 0.7966 0.8056 0.8086

0.9064 0.6810* 0.8873 0.8943 0.8928

0.8814

0.9063 0.9031 0.9043 0.9064 0.9043

0.8443 0.5975* 0.8498 0.8203 0.7979*

0.8464

0.8484 0.8245 0.8475 0.8420 0.8475

0.9395 0.5376* 0.9307 0.9276 0.9260

0.9327

0.9327 0.9327 0.9395 0.9395 0.9395

0.7361 0.5668* 0.7204 0.7313 0.7200

0.7361

0.7457 0.7413 0.7638* 0.7519 0.7710%*

ol oo | o| o

vg 0.8413 0.5786* 0.8255 0.8246 0.8157

0.8263

0.8328 0.8283 0.8503 0.8490 0.8541
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