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ABSTRACT

The prevalence of social media applications is generating po-
tentially large personal archives of posts, tweets, and other
communications. The existence of these archives creates a
need for search tools, which can be seen as an extension of
current desktop search services. Little is currently known
about the best search techniques for personal archives of so-
cial data, because of the difficulty of creating test collections.
In this paper, we describe how test collections for personal
social data can be created by using games to collect queries.
We then compare a range of retrieval models that exploit
the semi-structured nature of social data. Our results show
that a mixture of language models with field distribution es-
timation can be effective for this type of data, with certain
fields, such as the name of the poster, being particularly im-
portant. We also analyze the properties of the queries that
were generated by users with two versions of the games.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms

Design, Performance, Experimentation

Keywords

Personal social media collections, Facebook, Twitter, search
evaluation, semi-structured document, desktop search

1. INTRODUCTION
The growing popularity of social media applications such

as Facebook, Twitter and Google+ has generated huge archives
of potentially useful information. From an individual’s point
of view, these social media services provide frequent up-
dates, and considerable personal archives of posts, tweets,
and other communications can accumulate. The existence
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of these personal archives creates a potential search problem
that is not addressed by global search mechanisms such as
Twitter search1 and Facebook search2. In this paper, we fo-
cus on studying the personal search tools that can be viewed
as an extension of current desktop search services.

Research on desktop search has focused on the problems
of developing test collections[6], retrieval models, and eval-
uation methods. Despite this research, results are currently
only known for more “conventional” document types such as
email or office documents; information about search tech-
niques for personal social archives is quite limited. To un-
derstand this new type of personal search, we explore and
evaluate a range of search techniques on test collections cre-
ated using personal archives from social applications. In
particular, we focus on the task of known-item search on
personal social archives, as known-item queries are the most
frequent type of request in a desktop environment[5]. More-
over, according to Teevan et al [15], people have reported
that attempting to re-find previously encountered informa-
tion with global Twitter archives usually ended in failure,
showing that this is both a real and difficult problem.

Another property of social media data is the rich set of
fields associated with the content, which is usually presented
in the form of semi-structured documents. Exploiting this
structure can be helpful for improving retrieval performance
as well as understanding field characteristics. Several field-
based retrieval techniques [12][13][6] have been proposed to
deal with semi-structured text for typical desktop data. The
common principle among these approaches is to estimate the
weights representing the query intent over structural com-
ponents for query terms. Specifically, the probabilistic re-
trieval model for semi-structured data (PRMS) [6] has re-
ported effectiveness improvements based on per-term weight
estimation. However, little is known about suitable retrieval
models for social media data, which has some significant dif-
ferences such as document length compared to typical desk-
top data.

In this paper, we propose a method for building test col-
lections from personal social media data. We collect per-
sonal archives from Facebook or Twitter as the document
collections. Two types of human computation games, Doc-
Track[7] and MemRecap, are proposed for collecting known-
item queries from real users. Based on the test collections,
we are able to compare a range of retrieval models that ex-
ploit the semi-structured nature of social data. Our results
show that a mixture of language models with field distribu-

1http://twitter.com/
2https://www.facebook.com/srch.php







providing hints as well as keeping the words in the document
hidden. Users can start another round of reading documents
after they finish formulating queries, and the process repeats
until there is no more d ∈ {DT } unspecified.

MemRecap gathers a new set of queries {QMR} based on
the target documents DT previously collected by DocTrack.
This makes us possible to compare the queries {QDT } and
{QMR} that share the same source document. Moreover,
MemRecap makes modifications based on DocTrack by re-
moving the time constraint and the search requirement. Also,
MemRecap provides a free-text interface for users to type
their queries. In such case, users are not required to for-
mulate queries using only the words from target documents,
which can be realistic in some cases where users have vague
memories.

For MemRecap, we do not collect field information as in
the DocTrack game. As users can choose as many docu-
ments to read as they want, it could be difficult for them to
accurately remember which field a query word should belong
to, as opposed to the two documents in DocTrack. The av-
erage number of documents that users read in each around
is four.

4. RETRIEVAL MODELS
Social media documents contain richer field information

and fewer words than typical documents. In this section, we
propose several retrieval methods that could potentially be
suited to the search task. We denote Q = {q1, q2, . . . , qn}
as a query sample from either QDT or QMR, and use f =
{f1, f2, . . . , fm} to represent the fields of a document. Fur-
ther, F = {F1, F2, . . . , Fm} denotes the fields from the per-
spective of collections; that is, each Fj is composed of fj
across all the documents in the collections.

4.1 Query likelihood model (QLM)
We use the well-known query likelihood model as a base-

line for retrieval, which ranks documents according to the
probability of generating a term qi from a document d.

P (Q|d) =

n∏

i=1

PQL(qi|d)

4.2 Proximity model (Prox)
A proximity model helps identify phrases by emphasizing

words appearing within a pre-defined window7. The Prox
model helps to test the assumption that query terms are
likely to appear in close proximity to one another in relevant
documents, and is formulated as:

PProx(Q|d) = Punordered(q1 . . . qk|d)

4.3 Field specific model (FSM)
The correct association of a query term with its source

field could potentially help retrieval performance. Given
information about the association (qi, fj), we can retrieve
documents by taking into account only the appearance of
query term qi in a certain field fj as:

PFSM (Q|d) =

n∏

i=1

PQL(qi|fj , d)

7The window size is 8 in our experiments.

Specifically, the probability PQL(qi|fj , d) is calculated by
dividing the number of times qi appearing in fj by the length
of entire document. In our experiments, FSM is only used
for the QDT queries as we collect field information using the
DocTrack game.

4.4 Field distribution model (FDM)
Since the correct association of words and fields is not al-

ways available, an alternative that estimates field weights
for semi-structured documents has been shown to be effec-
tive in previous research [6, 9, 12, 13]. In this approach,
a set of weights w = {w1, w2, . . . , wm} over a set of fields
f = {f1, f2, . . . , fm} is estimated for each of query term qi;
that is, a probability distribution over the fields is estimated
for each qi. Mathematically, the family of FMD models can
be formulated as:

PFDM (Q|d) =
n∏

i=1

m∑

j=1

wijPQL(qi|fj , d)

In the following sections, we describe an existing weight es-
timation technique as well as several proposed estimators.
Alternatives exist for the calculation of PQL(qi|fj , d): to di-
vide the number of times qi in fj by the length of field fj
or by the length of entire document d. Finally, we combine
together all of the FDM models.

4.4.1 Probabilistic Retrieval Model for Semi-structured
Data (PRMS)

The PRMS model proposed by Kim et al [6] estimates
field importance based on statistical information from docu-
ment collections. Kim et al [6] reported improvements in ef-
fectiveness for PRMS compared to several other field-based
retrieval methods[12, 13]. The PRMS model computes a
weight as follows:

wij = P (Fj |qi) =
PM (qi|Fj)PM (Fj)∑

Fj∈F
PM (qi|Fj)PM (Fj)

Specifically, the weight wij corresponds to a posterior
probability P (Fj |qi) that calculates the probability of map-
ping a query term qi to a field Fj . The PRMS model fo-
cuses on the term distribution in each field by considering
the probability PM (qi|Fj) that measures how many times a
qi is included in a Fj . PM (Fj) is a prior representing how
much belief one has in the field Fj , and is uniformly set
according to Kim et al.
PRMS calculates the PQL(qi|fj , d) by division by the length

of field fj . For comparison, we add a variation of PRMS us-
ing the division by the entire document length, and denote
this variation as FDMprms. Except for PRMS, we adopt the
definition of division by the entire document length thorough
the paper.

4.4.2 Probabilistic Model using All Fields (FDMAllF)

In contrast to PRMS, we can also use the term distribu-
tion over all fields, with the advantage of estimating field
importance according to the entire collection. In particular,
we calculate the probability, P (qi ∈ Fj |qi ∈ F ), that mea-
sures how likely a term qi belongs to a field Fj compared
to all other fields F in the collection. P (qi ∈ Fj |qi ∈ F )
can be efficiently calculated based on the number of times
qi appears in each Fj . wij can be computed accordingly by
normalizing over all possible fields for a qi.











Table 4: MRR of QDT on Facebook collections. * is marked for p-value < 0.05 compared to QLM.
user QLM FSM Prox PRMS Fprms FAllF FFsize FFprior Fmix Q+F Q+P Q+Fm Q+F+P Q+Fm+P

0 0.7581 0.7833 0.7254 0.7643 0.7842 0.7603 0.7825* 0.7851* 0.7892* 0.7963* 0.7967* 0.7798 0.8102* 0.8110*

1 0.7643 0.7012* 0.5360* 0.6474* 0.7225* 0.6791* 0.7218 0.7333 0.7057* 0.7846 0.7723 0.7617 0.7891 0.7663

2 0.7608 0.7743 0.4844* 0.7397 0.7504 0.7638 0.7589 0.7706 0.7799 0.7654 0.7513 0.7951 0.7875 0.7851

3 0.7712 0.8142* 0.7585 0.8351* 0.7377* 0.7582 0.7636 0.7716 0.7634 0.8046* 0.8328* 0.7623 0.8430* 0.8337*

4 0.7051 0.7114 0.5201* 0.7037 0.7026 0.7190 0.7190 0.7383* 0.7422 0.7829* 0.7398 0.7134 0.7735* 0.7439*

Avg 0.7519 0.7568 0.6048* 0.7380 0.7394 0.7360 0.7491 0.7597 0.7560 0.7867 0.7785 0.7624 0.8006* 0.7880*

Table 5: MRR of QMR on Facebook collections. * is marked for p-value < 0.05 compared to QLM.
user QLM Prox PRMS Fprms FAllF FFsize FFprior Fmix Q+P Q+Fm Q+Fm+P

0 0.7781 0.5101* 0.7631 0.7558 0.7822 0.7930 0.8009 0.7916 0.8000 0.8167* 0.8236*

1 0.7824 0.4225* 0.6928* 0.7472 0.7425* 0.7756 0.7756 0.7493 0.7725 0.7929 0.7834

2 0.7447 0.2092* 0.7460 0.7399 0.7216 0.7137 0.7430 0.7268 0.7446 0.7447 0.7582

3 0.7995 0.5364* 0.7978 0.8129 0.8303* 0.8212 0.8214* 0.8231* 0.8573* 0.8044 0.8745*

4 0.7239 0.3164* 0.6859 0.7122 0.6753* 0.7092 0.7071 0.7132 0.7417 0.7415 0.7533

Avg 0.7657 0.3989* 0.7371 0.7536 0.7503 0.7625 0.7696 0.7608 0.7832 0.7800 0.7986*

For the other test query set QMR, we report the MRR in
Table 5 for each retrieval model except for the ones asso-
ciated with manual-specified fields (e.g., FSM, QLM+FSM
and QLM+FSM+Prox). From Table 5, (5.) similar trends
such as that the basic QLM sets a high baseline and MixLM3

outperforms all other approaches can be observed. There
are, however, differences compared to QDT . (6.) The Prox
model works significantly worse for QMR, which we believe
is because users have more time on reading in MemRecap
and formulate queries based on the entire document. In this
case, the query words of QMR can be more scattered than
QDT , causing poor effectiveness for the Prox model alone.

Finally, (7.) comparing performance acrossQDT andQMR,
we can see that queries collected based on MemRecap tend
to be more effective despite the fact that words in QDT are
exactly matched with the target documents. Several rea-
sons have been discovered for this. Users have more time to
understand document contents in MemRecap. Also, with a
search-based mechanism, users tend to downsize the query
length in the DocTrack game if they have incorrectly mem-
orized document content and couldn’t locate the target doc-
ument. It seems more natural for users to formulate queries
using stemmed (root) vocabularies, as can be observed in
MemRecap queries. Considering the exact match approach
in DocTrack, non-stemmed vocabularies such as past tense
verbs could cause word mismatch between queries and doc-
uments.

7.3 Performance on Twitter Collections
We also show the retrieval performance of QDT and QMR

for Twitter personal collections, respectively in Table 6 and
Table 7. The overall trend of performance is consistent with
the results of Facebook collections. The QLM model sets a
high baseline for finding the target documents. The individ-
ual FDM models do not outperform the QLM model; how-
ever, together MixLM2 and MixLM3 can significantly improve
the baseline performance. The Prox model alone works
poorly for MemRecap queries as previously.

Comparing performance across the Facebook and Twitter
collections, we can see that the effectiveness of retrieving
Twitter documents is on average higher than that of Face-
book collections. In this case, the shorter length of Twitter
documents makes it easier for retrieval models to identify

the target documents as there is less information contained
in the tweets. For the same reason, we find it is challeng-
ing to improve baseline performance using the mixture of
language models. The limitation comes from the fact that
exploiting field structures as well as proximity information
can still be similar to just using the plain text of document,
as the document can be too short to contain extra text in-
formation.

8. CONCLUSION
In this paper, we propose the viewpoint that social media

archives can serve as a new type of personal documents in
the desktop environment. It is clear that providing search
tools can be important; however, the lack of publicly avail-
able test collections makes evaluation difficult. To address
this, we describe how text collections for personal social
data can be created. In particular, we use human compu-
tation games, Doctrack and MemRecap, to collect known-
item queries from real users. We also explore a range of
retrieval models that exploit the semi-structured nature of
social data.

Our results have several interesting aspects. The retrieval
experiments show that a mixture of language models MixLM3

with field distribution estimation can be effective for this
type of data. Also, we see that certain fields, such as poster
name, can be particularly important for retrieval. This
provides a hint for future search applications that letting
users specify names can potentially enhance retrieval per-
formance.

This work has focused on evaluating search using a sin-
gle collection from either Facebook or Twitter. In future
work, it would be important to deal with multiple types of
social media documents simultaneously, which can involve
the task of type prediction as in the desktop environment.
In addition, the nested XML structures could potentially
contain information that could improve retrieval, but is cur-
rently not being considered in this paper. Finally, we are
implementing a personal search application on desktop and
mobile platforms. With this search tool, not only can we
satisfy the user needs of retrieving known items, but real
queries can be acquired for further research.



Table 6: MRR of QDT on Twitter collections. * is marked for p-value < 0.05 compared to QLM.
user QLM FSM Prox PRMS Fprms FAllF FFsize FFprior Fmix Q+F Q+P Q+Fm Q+F+P Q+Fm+P

5 0.7305 0.5841* 0.5728* 0.6831 0.7154 0.7215 0.6078* 0.7125 0.7051 0.7431 0.7516 0.7488 0.7541 0.7338

6 0.9402 0.9103 0.8678* 0.9389 0.9329 0.9326 0.9114 0.9431 0.9431 0.9454 0.9402 0.9431 0.9454 0.9402

7 0.7753 0.7148* 0.7319 0.7761 0.7624 0.7124* 0.6965* 0.7550 0.7320 0.7751 0.7702 0.7719 0.7584 0.7660

8 0.8353 0.8245 0.6855* 0.8002 0.8568 0.8264 0.7848 0.8156 0.8197 0.8393 0.8237 0.8286 0.8393 0.8259

9 0.7133 0.7012 0.6027* 0.7059 0.6984 0.7399 0.7053 0.7098 0.7286 0.7401 0.7339 0.7356 0.7531* 0.7459

Avg 0.7989 0.7469 0.6921* 0.7808 0.7931 0.7865 0.7411 0.7872 0.7857 0.8086 0.8039 0.8056 0.8100* 0.8023

Table 7: MRR of QMR on Twitter collections. * is marked for p-value < 0.05 compared to QLM.
user QLM Prox PRMS Fprms FAllF FFsize FFprior Fmix Q+P Q+Fm Q+Fm+P

5 0.7802 0.5102* 0.7396 0.7496 0.7419 0.7353 0.7310* 0.7401 0.7966 0.8056 0.8086

6 0.9064 0.6810* 0.8873 0.8943 0.8928 0.8814 0.9063 0.9031 0.9043 0.9064 0.9043

7 0.8443 0.5975* 0.8498 0.8203 0.7979* 0.8464 0.8484 0.8245 0.8475 0.8420 0.8475

8 0.9395 0.5376* 0.9307 0.9276 0.9260 0.9327 0.9327 0.9327 0.9395 0.9395 0.9395

9 0.7361 0.5668* 0.7204 0.7313 0.7200 0.7361 0.7457 0.7413 0.7638* 0.7519 0.7710*

Avg 0.8413 0.5786* 0.8255 0.8246 0.8157 0.8263 0.8328 0.8283 0.8503 0.8490 0.8541
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