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ABSTRACT
In this paper, we propose simple and effective models for the image annotation task which make use of Convolutional Neural Network (CNN) features extracted from an image and word embedding vectors which represent a tag. Our first model is based on the Canonical Correlation Analysis (CCA) framework that helps in modeling both views - visual feature (CNN feature) and textual feature (word embedding vector) of the data. We report results on all three variants of CCA model namely, linear CCA (CCA), Kernel CCA(KCCA) and CCA with K Nearest Neighbor clustering (CCA-KNN). Among them, our best reported results are using CCA-KNN which outperforms the previously reported results on the Corel-5k and the ESP-Game datasets and yields comparable performance on the IAPRTC-12 dataset. We evaluate the usage of CNN features in the existing models to clearly bring out the advantages of it over dozens of handcrafted feature. We also provide the validation of word embedding vectors with our best performing model (CCA-KNN). Among them, our best reported results are using CCA-KNN which outperforms the previously reported results on the Corel-5k and the ESP-Game datasets and yields comparable performance on the IAPRTC-12 dataset.

1. INTRODUCTION

Automatic Image annotation is a labelling problem wherein, the task is to predict multiple textual labels for an unseen image describing its contents or visual appearance. Automatic image/video annotation plays an important role in managing the exponentially increasing number of images/videos being uploaded to the internet. For instance, 100 hours ofvideo are uploaded to YouTube every minute and on an average people upload 350 million photos to Facebook each day. Some of this data is partially tagged by the users, but these tags can be ambiguous, incomplete or personalized. Researchers have tried to make use of the metadata associated with the images/videos to build a better classification or object detection system. It has also been used to transfer the tags to unannotated images based on its similarity and vice versa [18, 5, 10, 21, 17]. Our objective is to predict a fixed number of tags for a given test image which accurately describe the visual content.

Most existing techniques are based on Supervised learning, which involves learning a mapping function for low level visual features (color, local descriptors, etc) and high-level semantic concepts (sun, sky, etc). However, the problem of poor annotation (images not being annotated with all relevant keywords) and class-imbalance (large variations in the number of positive samples) makes it a difficult problem to solve. Existing methods use dozens of handcrafted features like quantized Scale Invariant Feature transform (SIFT), quantized color histograms in different color spaces (RGB, LAB, HSV), etc to build a tag prediction model. These models can be generative [5, 17, 32], discriminative [2, 29, 10, 30] or nearest neighbor based and among these, nearest neighbor based models are shown to be the most successful [18, 10, 30]. Multiple features with the right type of model are shown to improve the annotation performance significantly in the current state of the art system [30]. Yet, these dozens of handcrafted features serve as a bottleneck in designing scalable realtime systems. Hence, we propose to use a single CNN feature (representing an image) along with the word embedding vectors (representing the tags associated with it) in our proposed models. CNN features are shown to be successful for most of the vision tasks producing significantly improved results on the most challenging datasets like PASCAL VOC and ILSVRC2013 [6, 24].

Here CNN features are extracted for images using a pre-trained VGG-16 [26] network, and the word embedding vector for a tag is extracted using a pre-trained Skip-gram architecture (Word2Vec) [19]; both these networks are publicly available. The VGG network was designed to classify 1000 classes and it secured both the first and second places in the ISLVR2014 challenges for the classification and localization tasks respectively. The skip-gram type of architecture was trained on millions of articles (Google news or Wikipedia) to produce a semantically meaningful real valued vector for any given word. This has found numerous applications in Natural Language processing tasks [28, 3, 27]. This work, to the best of our knowledge, is the first
attempt to use CNN features and word embedding vectors to solve the image annotation task and report results on all three standard datasets. Our proposed models incorporate both CNN features and text features (word embedding vector), one of which is based on the CCA and its variants and the other is CNN based regression. Among all, CCA-KNN significantly outperforms all the previously published results. We are able to achieve this without requiring any computationally expensive metric learning approach as used by almost all successful models [21, 1, 20, 30]. Some early works which used CCA for combining image and text have been proposed [7, 23, 12, 1], but the key differences are, we use CNN features as opposed to multiple handcrafted features (representing images) and we use word embedding vectors instead of binary vectors (representing tags). We demonstrate that this one feature (CNN) performs better than all the multiple handcrafted features used in Ballan et al. [1]. In the CNN based model, the last layer of CaffeNet is replaced with a projection layer (to perform regression) and the resulting network is trained to map images to semantically meaningful word embedding vectors. CaffeNet mainly consists of five convolutional layers and two fully connected layers with some non linear transformation layers. This type of modeling has two advantages: firstly, it does not require dozens of handcrafted features; there is no need for metric learning or ways to combine those features efficiently. Secondly, the approach is substantially simpler to formulate than any other generative or discriminative models. In addition, we also provide the effectiveness of CNN features when used in other previously existing models.

2. PREVIOUS WORK

Several algorithms have been proposed for automatic image annotation and retrieval. These can be broadly grouped into three groups - generative models, discriminative models and nearest neighbor based models. Examples of generative models are Cross Media Relevance Model (CMRM) [13], Continuous Relevance Model (CRM) [17] and Multiple Bernoulli Relevance Model (MBRM) [5]. These were the first successful models to solve the image annotation task efficiently. Mixture models can also be treated as a nearest neighbor based approach but mathematically well formulated. In the case of mixture models, the joint probability of words and visual features are determined. Given a test image, this model can be used for computing conditional probability scores for words. Discretized visual features are generally modeled using a non-parametric Gaussian or multinomial distribution and the words are often modeled using multiple Bernoulli distribution. Recently an attempt was made to improve the performance of CRM using Sparse Kernel Learning (SKL-CRM) [1], in which they try to learn the optimal combination of kernels for the features. Alternatively, researchers have also proposed discriminative approach for tag predictions such as support vector machine [29], SML [2], multiple instance learning [8]. These methods build a classifier for each annotation tags by treating them as multi-class multi-labeling problem (either one-versus-all or one-versus-one). Scalability is an issue in this type of setup as it requires pre defined set of models per label.

As mentioned earlier, despite their simplicity nearest neighbor based models have produced state-of-the-art results. In this, the general approach is to predict set of tags for a test image based on some weighted combination of tags present amongst its K neighbor images. Joint Equal Contribution (JEC) model [18] set the baseline for image annotation task using nearest neighbor models, they showed that the equal contribution from different features perform better than computationally expensive L1 regularized logistic regression. TagProp [30] is again based on nearest neighbor model but they achieved significant improvement by using 15 different local and global features along with metric learning. Recently two-pass KNN (2PKNN) technique was proposed [10], which finds semantic neighbors for each test image and the tags are predicted based on the weighted combination of distances. The optimal weights to combine base distances and features was determined via metric learning.

3. PROPOSED METHOD

3.1 Feature extraction

In this section, we provide details about how the CNN features are extracted for images, followed by details about word embedding vectors representing the tags.

3.1.1 CNN features

Given an image, we extract a 4096-dimensional feature vector (X) using a pre-trained CNN on ILSVRC-2012 dataset by VGG team as described in Simonyan et al. [26]. VGG-Net was trained for the image classification task of ImageNet ILSVRC 2014 [25] and secured the first and the second place in the localization and classification tasks respectively. ISLVRC14 contains 1.2 million images which are manually annotated with labels from 1000 words vocabulary. We explored both VGG-16 and VGG-19 layered architecture features. Since both of these gave almost similar performances, we decided to use VGG-16. This choice also helps in reducing the computational complexity. Our initial experiments involved extracting features from BVLC-Net provided by Caffe [14] which is similar to Krizhevsky Net [16] but its performance was comparatively lower than VGG-16 features, hence we decided to utilize VGG-16 features for all our experiments. VGG-16 Features are computed by forward propagating a mean-subtracted 224x224 RGB image through eight convolutional layers and three fully connected layers. In our case, we resize all the images irrespective of their aspect ratio to 224x224 to make it compatible with pre-trained CNN (VGG-16).

3.1.2 Word embeddings

For each tag associated with an image, we represent the tag (word) by a 300 dimensional real valued feature vector (semantically meaningful) using a Word2Vec tool and we name it as a word embedding vector (W ∈ R^{300}), where l is the number of labels and q = 300 dimensions. These word vectors are obtained from pre-trained skip-gram text modeling architecture introduced by Mikolov et al. [19]. The network was trained on Google News dataset, partly (about 100 billion words). It was shown that the model learns similar embedding vectors for semantically related words, therefore we make use of it to represent the annotation tags. In our case, we take an average of all the word embedding vectors (Y) to represent an image since they are associated with multiple tags. Formally, if there are k tags associated with an image I then
\[
Y = \frac{1}{k} \sum_{i=1}^{k} W_i
\]

and their association is represented as \(\{I, Y\}\).

We also tried treating each image with its respective word embedding vectors as being completely independent. For example, image \(I\) is represented by word embedding vectors \(\{W_a, W_b, W_c\}\), then they are represented as \(\{I, W_a\}, \{I, W_b\}\) and \(\{I, W_c\}\) to model it in CCA. This type of representation was found to yield similar performance and was also computationally expensive when compared to averaging the word embedding vectors. Henceforth, we chose to average the embedding vectors instead of treating them independently. While reporting the result we refer to word embedding vectors as W2V.

### 3.2 CCA based model

#### 3.2.1 Canonical Correlation Analysis (CCA)

Given a pair of views for an image - one being Visual feature (\(X\), CNN feature) and the other being textual feature (\(Y\), word embedding vector), we try to obtain optimized projections \(w_x\) and \(w_y\) for \(X\) and \(Y\) respectively. CCA helps in finding the two basis (\(w_x\) and \(w_y\)) such that the correlation between the projected representations are maximized. The dimensionality of these new basis vectors is equal to or less than the smallest dimensionality of the two variables. An important property of canonical correlations is that they are invariant with respect to affine transformations of the variables. Mathematically, for \(M\) samples, let \(X \in \mathbb{R}^{m \times p}\) and \(Y \in \mathbb{R}^{m \times q}\) be the two views of the data, then the optimized projection vectors \(w_x\) and \(w_y\) are computed such that the following correlation coefficient \(\rho\) is maximized.

\[
\rho = \arg \max_{w_x, w_y} \frac{w_x^T X Y^T w_y}{\sqrt{(w_x^T X X^T w_x)(w_y^T Y Y^T w_y)}}
\]

The solution can be found by formulating it as a generalized eigenvalue problem [11]:

\[
X Y^T (Y Y^T)^{-1} Y X^T w_x = \eta X X^T w_x
\]

where \(\eta\) is the eigenvalue corresponding to the eigenvector \(w_x\). Multiple such projectors can be found to form a projection matrix \(W_x \in \mathbb{R}^{p \times l}\) and similarly \(W_y \in \mathbb{R}^{q \times l}\) can also be determined. In the case of regularized CCA, a regularization term \(\lambda > 0\) is added to \(XX^T\) in Eq. 3 to avoid overfitting.

#### 3.2.2 Kernel Canonical Correlation Analysis (KCCA)

Since CCA can only capture linear relationships, we propose to use a Chi-squared kernel for exploiting the non linear relationships. Experimentally chi-square was found to be well suited for this kind of experiments. In this case, the visual feature \(X\) is virtually mapped into a high dimensional feature space \(\mathcal{H}_X\) using a mapping function \(\phi_X\). The \(\phi_X\) mapping can be achieved by a positive definite kernel function \(K_X = \langle \phi_X, \phi_X \rangle \in \mathbb{R}^{m \times m}\) where \(\langle , \rangle\) is an inner product in \(\mathcal{H}_X\). Similarly, we can map the word embedding vector \(Y\) to \(\mathcal{H}_Y\) space using the kernel function \(K_Y = \langle \phi_Y, \phi_Y \rangle \in \mathbb{R}^{m \times m}\). Kernel CCA tries to find the solution of \(w_x\) and \(w_y\) as a linear combination of the training data:

\[
w_x = \phi_X \alpha = \sum_{i=1}^{m} \alpha_i \phi_X(x_i)
\]

\[
w_y = \phi_Y \beta = \sum_{i=1}^{m} \beta_i \phi_Y(y_i)
\]

The vector \(w_x\) and \(w_y\) can be determined by maximizing:

\[
\alpha, \beta = \arg \max_{\alpha, \beta} \frac{\alpha^T K_X K_Y \beta}{\sqrt{(\alpha^T K_X^2 \alpha)(\beta^T K_Y^2 \beta)}}
\]

Since feature vector dimensions were high, we encountered the problem of overfitting. In order to avoid this we used regularized Kernel CCA which finds \(\hat{\alpha}, \hat{\beta}\) by maximizing the following objective function:

\[
\arg \max_{\alpha, \beta} \frac{\alpha^T K_X \beta + r_x \alpha^T K_X \alpha}{\sqrt{(\alpha^T K_X^2 \alpha + r_x \alpha^T K_X \alpha)(\beta^T K_Y^2 \beta + r_y \beta^T K_Y \beta)}}
\]

The solution to this problem yields top \(l\) eigen vectors \(W_x = [\alpha^1 \ldots \alpha^l]\) and \(W_y = [\beta^1 \ldots \beta^l]\) which forms a projection matrix.

#### 3.2.3 Implementation details

CCA and KCCA with regularization was implemented as explained in [11]. Regularization played an important role to avoid overfitting which in turn resulted in better performance. In the case of linear CCA, we project \(X\) onto \(W_x\), project \(Y\) onto \(W_y\) and project \(W\) onto \(W_y\):

\[
U = (X - \mu_X) * W_x
\]

\[
V = (Y - \mu_Y) * W_y
\]

\[
Z = W * W_y
\]

Given a test image \(I_t\), we extract deep learning visual features \(V_t\) and project it using \(w_x\) as follows:

\[
T = (V_t - \mu_X) * W_x
\]

and compute the correlation distance to \(V\). The corresponding tags associated with the closest matching \(V_t\) are assigned to the test image (tags are also ranked according to their frequency in the training dataset). If the tags are less than the fixed annotation length then we pick the next closest match and transfer the tags, we repeat this until we obtain required set of tags, in our case its five (because to have fair comparison with previous work).

Similarly, in the case of KCCA, we kernelize \(X, Y\) and \(Z\) and later project onto \(W_x, W_y, W_z\) respectively. For a test image, we kernelize the visual features and follow the same procedure as above.

In CCA with KNN clustering (CCA-KNN) setup, after finding the correlation distance of \(T\) with \(V\), we choose \(K\) semantic neighbors from each cluster (grouped according to its labels) for that particular test image and now their associated tags forms a subset of tags \(Z_k\) (potential candidates for a test image). Later, we rank the words \(w\) for a test image \(I_t\) according to its probability score of:

\[
P(I_t|w) = \sum_k \exp(-D(T, Z_k)) \mathbb{I}_k(w)
\]

where, \(D(T, Z_k)\) is the correlation distance between \(T\) and \(Z_k\) and \(\mathbb{I}_k(w)\) is an indicator function which takes a value 1
### 3.3 CNN based regression model

Inspired by the success of deep CNN architectures [16, 26, 6] on the large scale image classification task [25] we intend to make use of this powerful architecture to solve the task of automatic image annotation. To the best of our knowledge, this is the first attempt to formulate this problem based on CNN, which is simple yet powerful. The idea is to formulate the problem as a linear regression. We achieve this by replacing the last layer of BVLC Net with a projection layer (fully connected layer) and we call it as a CNN regressor (CNN-R). CNN provides the mapping function which regresses the fixed size of the input image to a word embedding vector. In detail, the network consisted of five convolutional layers and two fully connected layers with some series of non-linear transformation (rectified linear unit) and pooling layers. Most importantly, it had some dropout layers in addition, to avoid overfitting. For further details, please refer to [16]. In this setup, we increased the learning rate for the newly introduced layer while reducing it for all the other previous layers and the reason being that we are trying to fine-tune the network previously trained on 1.2 million images. The input image size was fixed to be 227x227 and the final regressed output was a 300 dimensional vector. Since we have chosen to do linear regression, we use Euclidean loss (L2) instead of Softmax loss during the training phase. The prediction layer tries to predict the word embedding vector by minimizing the L2 loss depending on which, the model parameters are updated using Back propagation algorithm. The training and the testing network architectures are provided in the appendix.

### 4. EXPERIMENTS

#### 4.1 Datasets

We evaluate on three standard publicly available image annotation datasets - Corel-5k, ESP-Game, IAPRTC-12. These datasets contain a variety of images like natural scene, game, sketches, transportation vehicles, personal photos and so on, thus making it a challenging task.

- **Corel 5k**: The dataset consists of 5000 images, among which 4500 are used for training and the rest 500 images are used for testing [4]. The vocabulary consisted of 260 tags used for image annotation. Each image was annotated with varying number of tags from 1 to 5 and had an average of 3.5.

- **ESP Game**: It consists of 20,770 images in total. Images are annotated via an online gaming setup [18]. If the images are annotated with the same key words by two distinct players, then they score a point. The training dataset consists of 18,689 images and the test set consists of 2081 images. The vocabulary consisted of 260 tags used for image annotation. Each image was annotated with varying number of tags from 1 to 5 and had an average of 4.5.

- **IAPRTC-12**: It is a collection of 19,627 images of natural scenes which are split into 17665 training set and 1962 test-
### Table 1: Experimental results of our proposed models with previously reported best scores on three datasets; Corel-5K, ESP Game, and IAPRTC-12.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature</th>
<th>Corel-5K</th>
<th>ESP Game</th>
<th>IAPRTC-12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P R F N+</td>
<td>P R F N+</td>
<td>P R F N+</td>
</tr>
<tr>
<td>CRM [17]</td>
<td>HC</td>
<td>16 19 17 107</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SML [2]</td>
<td>HC</td>
<td>23 29 26 137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRFA [32]</td>
<td>HC</td>
<td>31 36 33 172</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS [33]</td>
<td>HC</td>
<td>30 33 31 146</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JEC [18]</td>
<td>HC</td>
<td>27 32 29 139</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCD [22]</td>
<td>HC</td>
<td>36 41 38 159</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KSVM-VT [29]</td>
<td>HC</td>
<td>32 42 36 179</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TagProp(σML) [10]</td>
<td>HC</td>
<td>33 42 37 160</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2PKNN+ML [30]</td>
<td>HC</td>
<td>44 46 45 191</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM-DMBRM [21]</td>
<td>HC</td>
<td>36 48 41 197</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KCCA-2PKNN [1]</td>
<td>HC</td>
<td>42 46 44 179</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKL-CRM [20]</td>
<td>HC</td>
<td>39 46 42 184</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JEC</td>
<td>VGG-16</td>
<td>31 32 32 141</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2PKNN</td>
<td>VGG-16</td>
<td>36 49 44 198</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM-DMBRM</td>
<td>VGG-16</td>
<td>42 45 43 186</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCA</td>
<td>DL W2V</td>
<td>35 46 40 172</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KCCA</td>
<td>DL W2V</td>
<td>39 53 45 184</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCA-KNN</td>
<td>DL W2V</td>
<td>42 52 46 201</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN-R</td>
<td>DL W2V</td>
<td>32 41.3 37.2 166</td>
<td>44.5 28.5 34.7 248</td>
<td>49 31 37.9 272</td>
</tr>
</tbody>
</table>

Table 2: Experimental results of CCA-KNN proposed model to show the effectiveness of word embedding vectors.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature</th>
<th>Corel-5K</th>
<th>ESP Game</th>
<th>IAPRTC-12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P R F N+</td>
<td>P R F N+</td>
<td>P R F N+</td>
</tr>
<tr>
<td>CCA-KNN</td>
<td>DL BV</td>
<td>39 51 44 192</td>
<td>44 32 37 254</td>
<td>41 34 37 273</td>
</tr>
<tr>
<td>CCA-KNN</td>
<td>DL W2V</td>
<td>42 52 46 201</td>
<td>46 41 36 260</td>
<td>45 38 41 278</td>
</tr>
</tbody>
</table>

4.2 Evaluation Measure

Most papers use one metric. There is a small number of papers which use other metrics. Hence, it is important to clearly state all three variations in the evaluation type. Firstly, we present the most widely reported type of evaluation where the recall and precision are computed per word and their average over all the words are reported [21, 1, 20, 30, 18, 5, 17]. In the second type of evaluation, the precision and recall are computed per image and their average over all the test images are reported [31]. In the third type of evaluation, precision and recall are computed per word but they are computed only for non-zero recall words and their average over all non-zero recall words are reported [15]. We strictly adhere to computing the recall and precision per word (for all the words) and reporting their means over all the words, thus making it a fair comparison to the majority of the works in this area. Along with that, we also report N+ denoting the number of words with non-zero recall value. Since we follow the fixed length annotations of 5 words per test image for all three datasets, we will never be able to achieve perfect precision and recall.

4.3 Experimental Results and Discussion

Experimental results are reported on three standard image annotation datasets; Corel-5k, ESP-Game and IAPRTC-12. In order to have a fair comparison with the previously reported results, we follow the same train and test split as reported in [10] and also fix the length of the annotations (five tags) for a test image. In the first subsection, we evaluate the CNN features with our proposed model and compare its performance with all other previous work. In addition, we also provide results of using some of the existing models like 2PKNN, JEC and SVM-DMBRM with the new set of CNN features. This helps in understanding how well the CNN features perform against 15 handcrafted features (local + global).

In the second subsection, we evaluate the importance of the word embedding vectors. We choose to do this by picking the best performing model in the Table 1 and use word embedding vectors instead of frequency counts to represent the tags. Since each image is annotated with a unique set of tags in all three datasets, the frequency vector representing the tags of an image just turns out be a simple binary vector (BV).
### 4.3.1 Evaluation of CNN features

Results are provided in the Table 1. We can clearly see that our proposed CCA-KNN model outperforms all other previous work on Corel-5k and ESP-Game datasets. More precisely, our method provides 2.6% and 13.5% increase in F1 measure on Corel-5k and ESP-Game datasets respectively. Also we are better in terms of N+ (# non-zero recall) measure, which is a clear indication that our method provides a generalization for unseen test images. In the case of IAPRTC-12 dataset, our model yields comparable results to the state-of-the-art. One possible reason for not getting a significant performance improvement on IAPRTC-12 is that, it consists of lot of variations in the number of tags annotated per image. The mean, median and maximum number of labels per image in this dataset are 5.7, 5 and 23 respectively and since there is a significant difference in the mean (or median) and the maximum number of labels per image it clearly indicates a poor annotation or weak labelling.

Most importantly, CNN features with state-of-the-art method 2PKNN model yield results close to their originally reported results using 15 features with metric learning. Also, the usage of CNN features on some of the recently proposed models like SVM-DMBRM and KCCA-2PKNN gives almost similar performance compared to their originally published results. This clearly indicates that using CNN features over 15 handcrafted features can help in reducing the computational complexity and time (extracting 15 features and metric learning) to a great extent without much compromise on the performance. This becomes very helpful in real world applications like web search and retrieval.

### 4.3.2 Importance of word embeddings

Table 2 provides the results of using word embedding vectors (W2V) over binary vectors (BV) with our best performing model CCA-KNN. It is clearly seen that word embedding vector along with CNN features within CCA-KNN model yields the best performance on all three datasets. This suggests that word embedding vectors provide better representation for words than its binary form. This could be because semantically related words tend to have similar word embedding vectors. For example, France equals France (cosine distance of 1), while Spain has a cosine distance of 0.678515 from France, the highest of any other country in the word embeddings space.

### 4.3.3 Qualitative analysis

In Figure 1 we provide some examples of randomly sampled images from all three datasets. These images are all automatically annotated with CCA-KNN model. The tags in green (bold) are correctly matched with the groundtruth, tags, marked in blue (italics) are the semantically meaningful ones missing in the groundtruth, the tags marked in black (normal text) are the ones which our model failed to predict because of the fixed annotation length restriction and tags in red color are predicted incorrectly by our model. We can clearly see that some images are poorly annotated (missing tags) but still our method is able to retrieve those semantically meaningful tags. In the other case, since we are restricted to a fixed length of annotation (five per image), our model might miss some tags present in the groundtruth.

### 4.3.4 Evaluation of CNN-R model

Experimental evaluation results of our CNN-R models on all three datasets are provided in Table 1 with comparison to some of the best performing models in the literature. From Table 1, we can clearly observe that CNN-R outperforms most of the models and gives competitive performance to the current state-of-the-art 2PKNN model. This shows that CNN-R has a clear advantage over all the existing methods because of the following reasons: no need to extract multiple low level features and to incorporate high level semantics; no metric learning; we can fine-tune the deep architecture even for a small dataset and this type of model is also capable of predicting new set of previously unseen classes with the help of word embeddings vectors.

We believe that the performance can be improved further with some regularization.

### 5. CONCLUSION

We have explored the CNN features and word embedding vectors for the image annotation task and have introduced some new models to take advantage of both these features. Empirically, we showed that one of our proposed model CCA-KNN yields significantly better results when compared to all other previous work. In addition, we validated the advantage of using CNN features over 15 handcrafted features in some of the existing models and showed that the performance are comparable to their previously reported results. All of our proposed models clearly have an advantage of not having to compute those multiple engineered features and later figuring out the optimal weights to combine them with the help of some computationally expensive metric learning techniques (this has been the current trend in almost all of the recent works). Further, we introduced a simple and efficient way of formulating the image annotation problem as a CNN based regressor which could be very useful in the real world applications. Moving forward, we will be experimenting with replacing the last year of CaffeNet with a CCA layer instead of regression to further improve the performance.
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